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Coherence Bandwidth and Pulse Distortion
through Naturally Occurring and
Artificially Modified Ionosphere

1. Introduction

A contract with the above title was awarded to the University of
Illinois to commence the investigations on July 16, 1978. This contract
has since been extended twice to July 15, 1982. Therefore, in this
final report we will summarize our work for a period of four years.

This project is concerned with the study of propagation of radio
signals through a perturbed ionosphere. These ionospheric perturbations
can be naturally occurring, probably caused by some plasma instability
mechanisms; they can also be man-made, for example, by high power
transmitters, chemical releases or nuclear detonations in the atmos-
phere. We are not concerned in this project with the exact physical
mechanisms that produce these perturbations although investigations
into these mechanisms are interesting research problems by themselves.
What is concerned in this project are effects these ionospheric pertur-
bations may have on radio signals propagating through them. In general,
these perturbations are highly complicated and imprecisely known. We
must then use whatever information that is available to model these
perturbations elither deterministically or stochastically. Such a
modeling effort will depend on the interplay of experimental observations
and theoretical suggestions and deductions. With accumulation of experi-
mental data the models can be made more accurate. Of course better
ionospheric models will enable us to simulate more closely the true

propagation conditions,
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2. Summary of Problems Investigated and Results

The problems investigated under the support of this project can
be broadly classified into three areas: propagation effects through
ionospheric bubbles, propagation effects thrcugh ionospheric irregu-
larities and experimental observations of scintillation effects.

These are described in the following.

2.1 Propagation Effects through Ionospheric Bubbles

One of the most intensely perturbed ionospheric regions by natural
events is the region above the magnetic equator. Various observations
have shown that large depletions in ionization, ofteun called bubbles,
are possible, 1Inside these bubbles, the ionization structure is
extremely complex and have been variously described as ionization
walls and protruding fingers. As far as their effects to radio propaga-
tion !s concerned, the important realization is the fact that the
ionization gradients can be very steep, much steeper than expected
based on the usual random medium hypothesis. Because of this we
cannot use the random medium approach to wave propagation studies;
instead we must first model this bubble medium deterministically and
then study the propagation effects through such a deterministic medium.
The complexity of the bubble structure renders any analytical approach
hopeless and the only recourse is then tc use a numerical approach.
Several problems have been investigated using this approach. We summarize
our results briefly below.

To start the investigation through an lonospheric bubble we need
to do two things: (1) A bu'! e model and (2) A numerical scheme in

solving the wave equation. ‘hese two things are done in a report
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(see section 4, publication 7). The bubble model is constructed using
the in-situ data and numerical calculations based on plasma instabilities.
The wave equation is converted intc a parabolic equation under forward
scatter approximation, which is then solved numerically by an implicit
method generalized from the Crank-Nicholson scheme. Some preliminary
results are also given in this report. These results obtained from
additional computations are presented in a paper (see section 4, publica-
tion 3). Among other effects, these numerical computations show that

the sharp wedgelike structures associated with bubbles may be responsible
to scintillation outbursts at GHz frequencies that are not predicted by
any statistical scintillation theory. Apparently, sharp gradients in
el2ctron density variations affect the field distributions in ways

quite different from the way in which uniformly disturbed irregularities
do. The effects seem to be most distinct at GHz frequencies.

Nuclear explosions in the atmosphere are known to create violent
perturbations in the ionosphere. It is thus of interest to investigate
the effects such violent lonospheric perturbations may have on waves
propagating through them. Based on informatlion accumulated in the
open literature the gross ionospheric features after the nuclear
explosion are known, but for wave propagation studies we need to have
fine structures down to scales of ten meters or less. Since such
fine details are unavailable it was suggested to us to use the equatorial
bubble data as a basis for construction of a model. The horizontal
structure is unchanged; it is still based on the in situ data. How-
ever, the important modifications have been made in two aspects:
the vertical extent of the bubble and the vertical correlation distance

of the spiky structures. To accomplish both of these aspects we have
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effectively superposed three bubbles on top of each other. 1In this
model, the background lonosphere has a maximum electron density of
Z.SXIoll electrons/m? and an electron content value of 8.9><1016 elec~
trons/m<, corresponding to a slab thickness of 320 km. Superposed »a
this background ionosphere is & reglon of depleted electron densities
with maximum depletion equal to 6.7><1016 electrons/m?, Inside the
depleted region there exist sharp gradients that have vertical corre-
lation distances equal to 50 km to 100 km. Numerical computations show
amplitude scintillations to be appreciable at 4 GHz (S4-0.26) and
clearly discernible even at a frequency as high as 15 GHz (S4=0.0025).
The dominating component of the phase fluctuation has 1ts origin in the
variation of the optical path which has the inverse frequency dependence,
The phase departure from the optical path has a rough f-'2 dependence.

At 4 GHz, the standard deviation of phase departure is 0.09n radians

or 16 degrees. These results and additional details have been published
(see section 4, publication 9).

In a separate investigation +7e have also carried out computations
that indicate how a pulse would distort while propagating through this
bubble medium. To do this, the pulse is Fourier decomposed into dis«rete
frequency components. Tne parabolic equation is then solved for each
component, which recombines at tne recelver location to form a pulse.
The results are described in a thests (see section 4, publication 10).

Since it is attached as Appendix B, we shall not repeat it here,.

2.2 Propagation Effects through Iunospheric Irragularities

Under the support of this project we have alsc worked on several
problems using the random madium approach. These are described in

the following.
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When a pulse propagates through the random medium, the pulse is
expected to be broadened. 1In general two distinct mechanisms may be
responsible for the broadening of a temporal pulse. In the first
mechanism the pulse arriving at the receiver essentially perserves
its shape, but the arrival time fluctuates from realization to realiza-
tion. This fluctuation ir arrival time may be caused by pulse wandering,
One can envision the presence of large irregularities which may be
responsible for the pulse to travel along a different path and hence
wander as a function of time as the irregularities move through the
propagation path. 1In the second mechanism the pulse may be broadened
due to scattering, especially multiple scattering. In this case each
arriving pulse is spread, resulting in an broadened average pulse.

To distinguish these two pulse broadening processes: wandering and
spreading, one needs to work with four-frequency mutual coherence
function, FA‘ The equation for T4 is derived and solved for two
special cases in a paper (sme section 4, publication 1). The results
show that pulse wandering i1s the important mechanism under weak
scattering conditions and pulse spreading is the important mechanism
under the strong scactering conditions.

The arrival time of a radio pulse as observed by a fixed observer
can be defined by the first temporal moment or the "time centroid" of
the pulse. When this concept is applied to wave propagation in a random
medium, the pulse arrival time becomes a random variable and will fluct-
uate about some mean value, giving rise to the phenomenon commonly
called pulse jitters. It is then of interest to investigate the
statistical properties of this pulse jitte:, which can be done by

using the multifrequency mutual coherence functions. This problem is
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the subject of a paper (see section 4, publication 2) where, among
other things, the statistical moments for the pulse arrival time are

derived in the fully saturated regime. Under this extreme limit, the

mean arrival time can exceed the free space time delay by au appre. .y i+

value. At the same time, calculations indicate that fluctuations about
the mean arrival time are very small when compared with the excess time
delay. This suggests that the excess delay time is caused mainly by
pulse spreading and not by pulse wandering, in agreement with calcula-
tions carried out in publication 1 (see section 4),

In applications it has been found convenient to describe the pulse
by its beginning several temporal moments. Using such an approach,
the zeroth moment is related to the total energy in the pulse, the
first moment is related to the mean arrival time, the second moment
is related to the mean square pulse width, the third moment is related
to the skewness of the pulse and the fourth moment is related to the
kurtosis of the pulse. For propagation in an ionosphoere expressions
for these five moments have been derived (see section 4, publications
4 and 9). In addition to the physical significance of these temporal
moments, they can also be applied to digital communications. An ideal
pulse in such a case may become distorted and stretched owing to propa-
gation effects. When the pulsewidth is stretched to occupy an interval
longer than one communication bit inter-symbol interference is expected.
Using the temporal moments an upper bound of the energy content outside

of one chip can be estimated, Readers interested in details should

consult the original publications, one of which is attached as Appendix A.

2.3 lYtxperimeatal Observations of Scintillation Effects

In addition to theoretical investigations of the scintillation

problems we .ave also collected some zxperimental data for evaluation.

he 2
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Earlier multifrequency scintillation data received at various stationms

around the globe by SRI International have been analyzed and the results

have been reported in our Scientific Report No. 2 (see section 4, publica-

tion 8). These early results will not be repeated here. More lately a
joint effort was made in collecting scintillation data at Ascension
Island., These more recent data have been partially analyzed and some

of the results are reported here.

In the course of.analyzing the GHz scintillation data from Ascension’

Island, it became clear to us that there exist time shifts up to one
second or so between similar fades of the L- and C-band signals.
Initial efforts were concentrated on eliminating possible causes of
equipment origin. Several possibilities were considered and finally
with the test tape provided to us by AFGL, it was concluded that the
shifts are real physical phenomenon rather than the artifact of the
data recording process. The data have been analyzed and a physical
model has been proposed to interprete the phenomenon. The results
have been written up as a paper to be published in Geophysical Research
Letters (see section 4, publication 6). It is also included as Appendix
C.

The Ascension Island data are still being analyzed. We report

their preliminary findings in the following.

Statistics of Multi-Frequency Scintillatior: Signals

The UHF, L- and C-band data from Marisat collected at Ascension
Island provide us with multi-frequency data to study the statistical
behavior of the signals, Segments of these multi-frequency data were
selected for detailed analysis. Fig. 1 shuws such an example where

scintillation indices (SA) for every minute are presented for L- and

7
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C-band signals during a ten hour period on Jan, 27, 1981. Five segments

of data with varying degrees of scintillation activities were chosen
to study the power spectra, the frequency dependence of SA’ and the

coherence time of the scintillating signals.

Multifrequency Power Spectra of Intensity Scintillation

In Figs. 2-8, spectra for UHF, L-band and C-band scintillation
signals are presented for seven cases. In all cases, the UHF scin-
tillations were saturated while the C-band scintillations varied from
very weak to moderate. The L-band scintillations varied from strong
to saturation. The spectrum for weak C-band scintillation (Fig. 2)
follows the prediction of weak scintillation theory: a flat low fre-
quency part followed by a roll-off at the fresnel frequency with a
high frequency asymptote sloping at v=p-1, where p is the power index
of the three dimensional power-law spectrum of the form kP for the
irregularities. The spectra for strong scintillations at UHF or
L-band are quite different from that for the weak scintillation case.
In general, the spectra are broadened with the roll-off frequency
pushed further to the high frequency end. There is also evidence
that the low frequency part of the spectrum is enhanced. Table 1
summarizes the important features of the spectra for the seven cases.

It is interesting to note that the slopes of the high frequency

asymptotes are consistently higher than most of the previously measured

values.

Frequency Dependence of S4

If we assume the frequency dependence of the scintillation index

to be of the form




. Table 1
L! case 84 v Other features
b
. UHF g.6 4.5 Broadening, low frequency
b enhancement
¥ I L .35 4
{ ¢ .08 ’
% UHF .98 6 B, LFE
"‘ Il L JI7 6 B
. C .13 6

UHF 1.1 6 B, LFE

I1I L .94 6.5 B
C .15 6.5
UHF 1.0 6 B, LFE
IV L .92 6 B

C 17 5.5
P UHF .95 6.5 B, L¥E
b
& v L .96 6
£,
; c .18 6
{
N
: UHF 1.0 6 B, LFE
VI L 1.1 6 B, LFE
|
o C .24 6
: _
UHF 1.1 5.5 B, LFE
\ VII L 1.0 5.5 B, LFE
i
n C .31 5 B, LFE
-q 9
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then the spectral index n can be couiputed from the data. Between
L- and C-bands signal,
5,(C)
n = -2.45 log {2)
S, (L)

Fige. 9 and 10 show two cases of the spectral index n plotted as

a function of the scintillation index of C-~band signal. We note that
n rumains approximately constant for SA(C)<0.2, predicted by the wezk
scintillation theory. As the scinvillation gets stronger, n decreases
due to *he saturation effects on the L-band signal. This manifestation
of the multiple scattering effect is more apparent when one computes
the spectral index between UHF and C-band signals.

According to the weak scintillation theory, the spectral index n

is related to the power index p of the irregularity spectrum by
n=2-+—2- (3)
4
Therefore, it is possible to deduce the power index p from the

scintillation indices of L- and C-bands,

s, (C)

p = 4n-2 = -9.8 log -2 (4)

SA(L)
Figure 11 shows a plot of spectral index n as a function of time
for the eveut on the 27th of January (Figure 1). From the six hours
of data, we selectn. those periods when SA(C) was between 0.05 and 0.25
for computing n such that toe weak scintillation theory may be valid.
We note the definite t.end of increasing value of n after midnight

indicating the steepecing of the irregularii; power spectrum. This

10
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may correspond to th'. dissipation of the small size irregulavities
after midnight. The values of n and hence p from these computations
may be somewhat lower than the real values for the irregularities
since some saturation effects may already be important in the L-band

signal even though only weak C-band scignals have been chosen in the

computation.

- = m - e iw mt m—w e = o —v Y

Since the power index p of the irregularity spectrum can be obtained

from the slope v of the high frequency asvmptote of the intensity power

spectrum as well as the spectral index mn for the frequency dependence

of 84, it is interesting to compare the estimated values of p from

both methods. Table II shows such a comparison.

Data Set 84(C)/54(L)
Jan. 26

2155-2240 .15/.70
Jan. 26

2310-2400 .09/.47
Jan. 27

2125-2152 .15/.67
Jan. 30

2213-2258 .17/.85

The values used in the Table are averaged values for the whole

period of each data set.

un

1.64

1.76

1.59

1.71

Table II
P v(L)
4.56 4.34
5.04 5.0
4.36 4,2
4.84 5.6

v(C)

4.8

4.9

4.1

5.4

We note that the p values estimated from

P

5.34_5.8

6‘5.9

5.2-5.1

6.6-6.4

the high frequency slcpes of the -ower spectra are consistently higher

than the p values obtained from the spectral index n.

This as explained

above, may be due to the fact that L-band scintillations were too strong

for weak scintillation theory to be valid,

i
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Coherence time of the UHF signal and the strength of scintillation

In strong scintillation theory when the multiple scattering effects
are important, it is known that the signal becomes decurrelated, resulting
in decreasing coherence time. Indeed, when the scintillat.on is w¢.
into the saturation regime, the 84 index 1is no lomnger an accurate measure
of the strength of scintillation. On the other hand, the signal coherence
time becomes a 3ood indicator of how strong the irregular structures are.
.'igure 12 demonstrates this point as we compare the coherence time Te
of the UHF signal against the S4 index of the C-band signal. We note
that the decrease of Tq tracks well the increase of SQ(C) and vice

versa.

12
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3. Conclusion

We have investizated three aspects of the scintillation problem
in this project. They are: propagation effects through ionospheric
bubbles, propagation effects through ionospheric irregularities and
experimental observations of scintillation effects. In the first aspect
the propagation medium is simulated by using in-situ data obtained while
traversing an ionospheric bubble. These bubbles have been observed to
have highly complex structuree with very steep gradients. Because of
the peculiar nature of the bubble medium a deterministic approach
rather a stochastic approach to solving the wave equation is used.

The results show scintillation bursts especially at GHz frequencies
when the ray paths intersect the sharp gradient. These calculations
are further extended to i simulated ilonosphere under nuclear perturbations.
Severe scintillations at frequencies as high as 15 GHz are possible.

In the second asiect we are mainly concerned with the temporal
behavior of radio signsals., In this veln we have 1nvestigated the
statistics of the pulse arrival time (commonly called pulse jitters),
the pulsewidth and their effects to digital communication. Even though
our study is theoretical in nature, its results have applications to
satellite based communication and navigation.

The third aspect of this project is concerned with investigations
of scintillation effects on transionospheric experimental data. The
experimental data re recordings made at various ground stations of
radio transmissions from the orbiting DNA Wideband and also recordings
made at Ascension Island during a special campaign. Both sets of data
are of high quality, digitized on magnetic tape for computer processing.

These data possess multi-channels on several frequencies and phase

y
| .
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coherence so that both amplitude and phase fluctuations can be studied.
The results show agreement with theoretical expectations and also some
new phenomena which require explanation that only additional investiga-~

tions and experlinentations can provide.

14
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Figure 1.

Figure 2.

Figure 3.

Figure 4.

Figure 5.

Figure 6.

Figure 7.

Figure 8.

Figure 9.

Figure 10.

Figure 11,

Figure 12,

Figure Captions

Example of L-band {a) and C-band (b) scintillation data.

Intensity power spectrum for UHF, L-band and C-izand signal--

Cas2 I.
Intensity
Case II.
Intensity
Case III.
Intensity
Case 1IV.
Intensity
Case V.
Intensity
Case VI.
Intensity

Case VII.

power

power

power

power

power

power

spectra

spectra

spectra

spectra

spectra

spectra

for UHF,

for UHF,

for UHF,

for UHF,

for UHF,

for UWF,

L-band

L-band

L-band

L-band

L-band

L-band

and

and

and

and

and

and

C-band

C-band

C-band

C-band

C-band

C-band

Spectral index n computed from L- and C-band data.

Spectral index n computed from L- and C-band data.

Evolution of the spectral index n as a function of

during the event on January 27, 1981.

(a) Coherence time for UHF signal

signal--

signal--

signal--

signal--

signal--

signal--

time

{b) Simultaneous scin-

tillation index for C-band signal.

17

P VU Ny U U UG WU SyPt0 U S G S SRS




-

[
A
n
e
L

ur- Ve

TVRO - e

r= v

ARSI MRAR L BRND SCINTILLATION INDEX
1981/ 1/27 21:17: 0.

.qs

n- G- g M-
0
b )

e e &
s Q101NN NNAN0NNNOUT

Q8. -

afaﬁ G@. 120. 160. 200 . 260 . 50d . 5612 . 420 . 460 . 622 .

B. 76. 126.176.226.276.526.576.426.476.
TIME (MINUTES)

Figure 1A

ARSI MAR C BAND SCINTILLATION INDEX
1981/ 11727 21:17: 0.

.28 7
.26 ¢+
24 ¢
22 ¥
2 4
10 1
.16 ¢ n
14 ¢
.12 ¢
o1t
028 ¢

06 ¢
‘24 J " . .
1

o2 [l

a. -

26. 76. 126.176.226.276.526.576.426.476.
TIME (MINUTES)

Figure 1B
18

3. 6d. 120.160.200. 262 . 500 . 560 . 424 . 460, 522 .

3

e e



) ASCENSION ISLAND
1981/ 2/ 3 21: 3: 2.

20 <

1s 4 U ///“‘~\\\
K 12 1 Avff

s 4
3 m 27
2 A -5 4
G L

‘ ?‘-IZ T
| i-15 ¢
; U-20
3 D _25 .
! E C
; -Z0
F D -35
1 -40 ¢
: -45
: -60 1 Iqez CONF IDENCE
3 -55 ¢
‘. ~B0 A bt
@ 19~ 2 191 100 191 192
: FREQUENCY (HZ)
A
X Figure 2
g
r,
g
)
3
¥ 19
K

L—“—“——‘——_'—'_—_—L—‘*_"_-_‘_u_k_&&%_ e el

e i



\
-
l
!.
b

]

'

.
i.
h

DYV YPE GO S Gy

MoOCH—=ZODX
!
N
LU O

1
ol
Q

®o
S T
0O 0 0o &
O 0

]
-
i34

v
S N
s 0

RSCENSION ISLAND

1981/ 1/30 22:19:60.

qux CONF I DENCE

. WA GG WP 4 N S W P WO s

P S
>t

19“1 129
FREQUENCY (HZ)

Figure 3

20

PPy
4

101

12



B AR R

T LWLY LY LT O wweowwmw oowm v

N®Fw I T Fows

TTTY yTYTw WU e TwY

MOCH—ZAODX

ASCENSION ISLAND
1981/ 1/30 22:59:60.

U
L
|
l
1 C
Iqez CONF IDENCE

120 1p1

FREQUENCY (HZ)

12-2 12-1

Figure 4

°1

e iy e b o™ e a e A m a4 e e

102

'
[



RSCENSION ISLAND

1981/ 1/%0@ 22:154:30.

-
14

MOCH~ZaODI

o
o o
n 8

'
N
o

(@]

DO
£
L S N
L B -

Iqax CONF 1DENCE

'
0
al

@
®
(]

P St dnd. Py
* Pt

bt

1p-2 191 122
FREQUENCY (HZ)

Figure 5

22

191




e~ e

2232&-:62-

ISLAND

RASCENSION
1981/ 1/3@

IQZZ CONF IDENCE

-

ZCOZ~-20W

-45 {

-50 ¢
-55 4
~-60

102

121

1p-1

19-2

(HZ)

FREQUENCY

Figure 6

23

T S S T S T

PO T




LW |
i
| :

- ]
D.‘
2~ ~
TN N
3 I
S ~
—

N > :
pd (B ~ i
OoN = ) 1
—~ N fu < 1
19)] | nUo
Z\ a oo 3
L = L = o
oo 2 4
QwT L
T e

M Y T O T |



ARTIE T YT

ﬁ“'".’
$-<..~. B

- D 2 Ok rr@vv. MR

ASCENSION ISLAND
1981/ 2/ 1 21:27: 2.

-45 |
50 | Iqox CONF IDENCE

- . Brnlrelr el P S W W P WY el i PR dbbd
L e o o o —r—" —t -4 +

19-2 1= 100 121 182
FRTQUENCY (HZ)

Figure 8




L] -jw. e ‘-'

ﬁ
3
E ARSI MARISAT L BAND 2/3 SCINTILLATION INDEX
ASI MARISAT C BAND a/% SCINTILLATION INDEX
1991/ 2/ 8§ 21: 2:60,
fe 7 + -
* -
1-8 T * * *
+ . . - ’.o
1.6 4 AU
2 ‘04 *0* - b
1.4 v hd - + +
+ + +

-
.
Ny
L g

)

XMz~ CCDODBVHOMTW

B +— + +—

4. .@4 .08 .12 ,16 .2 .24 .28 .32
@2 Lo W1 %14 18227 267 3" 3w
S4 (F2)

LR /— AIGS S ~ R
H

I'igure 9

ety W v vy

Rt gl 2l

26

g




RSI MRRISAT L BAND 2/3 S
ASI MARISAT C BAND 2/3 S

tQa81/ 27 &
2.6 ¢
2.4 ¢
2.2 ¢

N

.8 4+

-'0Omow

s b s s
N 0

XMoZ—= DA
[

N 20O

e

22:837:57.

INDEX
INDEX

W~

zl L]
. 025

5 o1
@75

2
. 225
(F2)

3] 2
176
S4

o1
. 125

Figure 10

27

) .3
. 276

. 4

« 355
. 526 376




W Tw T W Y W Y T T w

L

e T

Al S L

ST Ry e

MW OO Y AT AT Y Y o

e
o»ooo M ¢
XX 00000
B 0
zZZ AN ©
ravpe + N
zZ ? s +
(] o]
>t -y
-
aca -
. | +0
i . | * * . * N
-
| o
ZZ *
pupe
00
ss < ] .
+ L ﬁ‘.
NS ~
...n......
R
o0 % b !
600“
.‘ & »
3 4 ¢
NN sy e ¥ 0
1/40/.‘0. * + 4*“
. o;ﬂo
1T v+
DY -
g g oo .
oL~ N
Ry 4, e N
rx * . .
oaQ . too#o *
ZZIN
TN
@am\ -
-4 IIT-T.II*II*'IT'QITT-IITT‘.I
WV  wewau~ ccOorDODeBN - -V
. - L ] - - - t ] - L J - - L J - - -l
Ilm N N N N O - et vt vt et et et wt e
%%H DALLOFXT ] —~ZDuX

26.5

25.6

24 .6
(UTC)

TIME
Figure 11
28

RW.5 25.5

21.5




RS1

e e ® o » o o s o

Ble 2 0000 b0 bt 1ot bt 00 bt &
D= NNDOINONDION

.28
. 26
.24
22
.2
.18
.16
, .14
] 12
. o1
{ .08
.06
B4
B2
Q.

R I . s - A e At T A - A I rﬁﬁ-v-w.--—T

MARISAT VHF 1/30
1981/ 1/30

22:12:60.

CORRELATION TIME

ARSI MARISAT
1981/ 1/30

10

12

16 20
14 18 22
TIME (MINU

Figure 12a

24
26

TES)

26

30

52

54

1/30 SCINTILLATION INDEX

22:112:1569.

C BAND

56

58

40

20

16
14 18 22

TIME

Figure 12b
29

24
26

(MINUTES)

28

30

32

sS4

56

58

40



— - e v‘ﬁ——'v‘z'—,“v—"—ﬁfV‘W’_l‘ SLET T T

B~ S

Appendix A

TEMPORAL BEHAVIOR OF PULSES AFTER
PROPAGATING THROUGH A TURBULENT IONOSPHERE

BY
CHIH-CHUNG YANG

B.S., National Taiwan University, 1976

THESIS
Submitted in partial fulfillment of the requirements
for the degree of Master of Science in Electrical Engineering

in the Graduate College of the
University of Illinois at Urbana-Champaign, 1981

Urbana, Illinois

11




.

Temporal Behavior of Pulses After
Propagating through a Turbulent Ionosphere

Chih-Chung Yang
Department of Electrical Engineering
University of Illinois
Urbana, Illinois 61R01
Abstract

A radio signal after propagating through a turbulent ionosphere
will suffer distortion owing to dispersion and random scattering.

For coarse description of a temporal signal, the temporal moments

have beer found to be convenient., Past studies have shown that the
zeroch moment is related to the total energy in the pulse, the first
moment is related to the mean arrivai time, and the second moment is
related tu the mean square pulse width. In this report, we extend the
analysis to the third and fourth moments which are shown to be related

to the skewness and kurtosis of the pulse. The physical meanings of
these quantities are explained. The numerical values of these quantities
under typical fonospheric cuaditions are calculated.

For application to dig.tal communications, it is desirable to know
the ecergy content of the received pulse outside of the original pulse
width. This 18 because an ideal pulse, due to propagation effects can
be disterted and stretched to produce & long tail occcupying an interval
longer than one communication bit., Using the temporal moments the upper
bound of the energy content outside of one chip can be estimated. The

numerical values of these bounds are also computed.
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1. Introduction

When signals propagate through a dispersive and random medium, they
suffer distortion due to frequency dispersion and random scuttering. The
main feature of this distortion is the broadening of the signal. 1In
binary communication, the broadened signal in one bit mav extend into
the neighboring bits. If it is of sufficient amplictude, this extension
can produce serious errors in the decision making process. A practical
example is the satellite-earth communication link. The signal in this
case must traverse the lonosphere and may become broadened because of
dispersive and scattering effects taking place in the ionosphere. 1In
this report, it is proposed to describe the temporal distribution of the
signal intensity in terms of its temporal moments and show how these
temnoral moments evolve as the signal propagates through a turbulent
plasma medium. The results of this research may help to determine under
what conditions the decision making errors can be considerably reduced.

The theory of using first few temporal moments to describe the tem-
poral distribution of the recelved signal has been formulated by Yeh and
Liu [1977a]. The works done before include the calculation of up to the
third moment in a nondispersive medium [Liu et al., 1978] and up to the
second moment in a dispersive medium [Yeh and Yang, 1977c¢c; Liu and Yeh,
1977; Yeh and Liu, 1977b; Yeh and Liu, 1979]. In Chapter 2 of this report,
the evaluation of temporal moments is extended to the fourth order. Mean-
while the medium will be assumed to be dispersive as well as turbulent.
In this calculation, the two-frequency mutual coherence function, T, is
expanded into a power series of the relative difference of the wave

numbers. For the purpose of computing temporal moments it is sufficient
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to evaluate the series coefficients only up to the desired order.
The equation for T will be derived by using the Markov approximation
under the assumption of forward scattering.

Chapter 3 contains a discussion of the physical significance of
the moments formulated in Chapter 2, Quantities such as skewness and
kurtosis will then be defined in terms of the temporal moments. These
quantities are used to describe the temporal characteriatics of the
signal intensity distribution. The formulas will then be specified by
two sets of parameters that describe the geometry and content of the
medium. Numerical results will be presented as graphs,

S\ 4e properties of moments will be used in Chapter 4 to describe
the trailing tail of the received signal. By using these properties,
the upper bound for the fractional energy of the signal outside a time
interval can be calculated. With binary communica:ion application in
mind, we calculate the upper bound of the fractional energy of the signal
contained in the neighboring bits. Some numerical results will be shown.

The geometry of the problem is shown in Figure 1, We assume that
ther: exists & plasma medium with a homogeneous background in the region
z>0 and that random irregularities exist only inside the slab between
220 and z=L. The positions of the transmitter and the receiver are also
shown in this figure. Note that the receiver is always at a position
with z>L. Carrier plane waves with a Guassian envelope are assumed to

be incident at z=0,.
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T ITT 1777777777777 777777
RECEIVER AT (0,0,2)

Figure 1. The geometry of the problem. Note that
plasma occupies the whole region 0O<z'<z,
but only inside the slab 0<z'<L, there
exists random irregularities.
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2. valculation of Temporal Moments

We give the definitions of the moments first. The equation for
two~frequency mutual coherence function, ', is then derived under the
forward scattering assumption and Markov approximation. T is expanded
into a power series of the relative difference of wave numbers. The
coefficients of this series up to foi.rth order are evaluated. Moments
up to fourth order can then be computed. This method for calculation
of temporal moments was introduced by Yeh and .iu [1977a].

The computations for the third and the fourth moment are quite
tedious. We can imagine that the work of evaluating the fifth or any
higher order moment will be more tedious and it will be easy for us
to make mistakes. So we will stop at the fourth moment, although any

higher order momen: can give us more information about the signal

shape.

2.1 Definition of the Moments

The problem of plane wave propagation in a random usedium is usually

formulated by the equation

P(z,t) = f(w)u(z,w)ej[wt_k(w)z] dw (1)

§~— 8

Here we assume that the wave propagates in the z direction. In this equa-
tion, u(z,w) is the complex amplitude and is assumed to be unity at the
boundary, i.e., u(0,w)=1l at z=0 in our geometry of the problem. u(z,w)

is used to describe the random effect on the signal component at circular
frequency w in the medium. In general u is a random function of transverse
coordinate p as well as z and w. When there is no cause of confusion, the

explicit indication of such dependences will be suppressed. f(.) is the
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frequency spectrum of the signal impressed. k(w) is the wave number
and usually includes the dispersive chzcacteristics of the medium.

We note for real p(z,t), both f(w) and u(z,w) are required to be even

in w, which we assume.

Rewrite equation (1) in the form

P(z,t) = ReA(z,t) exp[j(wct~kcz)] (2)

This represents a wave of carrier frequency w,, wave number kc=k(wc),

E?;,

and slowly varying complex envelopa A. A is given by

-]

T T R

1[0t-(k-k )z]
A(z,t) = J F(Q)U z,0)e ¢ dn (3) f

-0
where F(Q)-f(wc+ﬂ), U(z,ﬂ)-u(z,wc+ﬁ) and Q-w-wc. Note that A(z,t) is
random since u(z,w) 1s random.

Define the nth temporal moment by the equation

«©

™ 2y = J <A*(z,t)t"A(z,t)>dt  n=0,1,2, .... (4)

-l

Here the notation < > denotes an ensemble average. Insertion of equation i

(3) in (4) leads to

SO AR An A tia e s Sols (o L Ryt e s ey B
]-' 14 St 0o

——— =

M<n) (Z) = {J)( F*(Qz)F(Ql)rtn exp{j [Ql—ﬂz)t-(kl*k;)z]}dﬂzdﬂgdt (5)
where kjzk(w;) and kyZk(wp) and T is the two-frequency one-position mutual

coherence function given by

= T’-P * - - - * - .
k I 2 <U,z,01)U%(p,2,02)> = <u(p,z,w;)u*(p,z,ur:)

P In order to proceed further in equation (5). we need the relation

e I yo n g™ (o0 ) 6)

g ~—— 8

N~y v — = =¥ ¥ ey
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where G(n)(ﬂl-ﬂz) is the nth-order Dirac delta function. Using equation

(h), equation (5) becomes

-Jky2z

ikoz  [F(R)T e ]

u™® (z) = 20()"

b

F*(0z)e = l a0
391 QI-QQ
(7)
Further jintegration of (7) requires knowledge in I'. The form of (7)
suggests an expansion of I' in the series
F(kyj,ky) = T+l ntTy n%+ ... (8)
where n=(ko-k1)/kz, and
n
1l arl
™= (9
*an n=0
As can be se¢en in (7), the nth temporal moment depends only on Iy, Ty, ...
Fn and not on Fn+1 and higher order terms.
Once Tg, Iy ovs rn are calculated, we can obtain M(n)(z) quite
straightforwardly although the operation can be very tedious as we
shall find later on.
2.2 Equatinn for Two-Frequency Mutual Ccherence Function
To derive the equation for ', let us start from the Helmholtz wave
equation for the wave function V¥
V2y+k2 (1+BE)Y = O (10)

where the time dependence exp(jwt) is understood. The random function ¥

et B hads et N

1s assumed to be a homogeneous random field and i{s independent of frequency.

The frequency dependence is included in the factor 8. In a turbulent plasma

medium
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where wp is the circular plasma frequency and N is the electron density
of the background medium which is assumed to be homogeneous. AN is the
fluctuating electron density. The validity of equation (10) for various
waves has been discussed by Tatarskii [1971]. In general it requires
that the typical turbulent scale be large compared with the wavelength,
which we assume.

From equation (10) and under the forward scattering assumption we

can obtain the parabolic equation for the complex amplitude u as

7 2um2gk 3+ k28(w)E(F,2)u = 0 (12)
2 2 -
where u and Y are related by Y=u exp(-jkz) and VTZ - 5%7 + 3%7 and p=(x,y).

From equation (12), under the Markov approximation, the equation for the

two-frequency, two-position mutual coherence function
> - - -
r(DLQQZ) 2 <u(p),z,w)u*(pn,z,wy)>

can be derived [Tatarskii, 1971]

3?(31.32) h) , , . 1 .. ..
( - - oy - YN =
Tt Tk, CkeVp, ka7 OTRLe) - 5 AT (re) 0 (1Y)

Here we denote this two-position function by r(Sl,Sg), so that it can be
distinguished from the one-position (31-32) function ' in Section 2.1,
The dependence on frequencies 1s suppressed when it is not explicitly

needed. In the equation above Ap(;g‘gl) is givia by
Bedilieg -1 ) » +
A_pr-p1) ™ Y [(k1281~+k2‘522)AC(0) - 2k151k‘9hA;(ﬂg-r;)] (14)

P

where 8;zc(w)), B:;78(wy) and Ar(E) is defined by
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v, T

A€<3> z f BE(K.z)dz (15)
and
Be(s.z) 2 <E(Py',2")E(D "+ ,2'+2)> (16)

where 5(3,2) is & homogenecus vandom field. If plane waves are impressed

at z=0, r(31.32) is a function of 32—31-3 and equation (13) becomes

-
ar(@) . jbk 2ne2y L, ety o
52 ¥ TR Ve Te) =3 Ap(ﬂ}r(o) 0 (17)

where Ok=k;-k;. The boundary condition for (17) {is r(p)=1 at z=0.

Since for the calculation of up to the fourth moment, only I'y, Ty,
I'-, I's, 'y are required, it is not necessary to solve equation (17) for
I' itself, but its expression suggested in (18).

When 0O<z<L, let's assume
I(5) = W(z)expd(z) (18)
Where
9(2) = ~(k1281% +k2%829)A,(0)2/8
Expand W(z) in the form
Wom WoHd mWon2+ ..., (19)

If equations (18) and (19) are substituted in (1l7), inside the turbulent

slab, i.e.,, 0<z<L, we obtain the following general equation:

ne=1,2,73, ....
(20)

4.,

MLt i (Dwn m - b 24 d 24 (3
7z " 4 k%8s AE(Q)Wn [- 7, VT + 7 k2252~A£(p)] [wn_1+wn_2+ cee M WG]
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and
Wy 1 .
3 - % KelB2%A (0)Wg = 0 (21)

The boundary conditions at z=( are
Wo=l, WisWy= ... = 0 (22)
Note that in the process above we have used the expansion of B8,
By = Bp+2Bomt3Bomt .uw + (L) Bon™ L.e.. (23)

which can be shown to be valid by using (11). When z>L, i.e., outside

the turbulence slab, we write
(3) = W'(z) expo(L) (24)
We also expand W'(z) ianto a power series
W'(z) = Wo'Hd) 'mH "'nd+ Ll (25)

The corresponding equations of (20) and (21) can be written directly by

setting AE(S)-O in equations (20) and (21), {.e.,

W'
n--l 2¢(u! ] '
9z ko v'I‘ W n-—l+w n-2+ see Ho)

n=12,3, ....

(26)
and
Wy
3z " 0 (27)
The boundary conditions at zeL are
wO'(L) - WO(L), W '(L)'wl(L), ...... (28)
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From equation (20), we rewrite the same equation for wn-l' i.e.

(
|
i
I |

1 -]
_n=1 "2, 02, 2 - [ v 24 L . 2024 (2 ..
5z 4 kz 82 AE(O)wn-l [2k2 VT + % kz Bz AE(D)I [wn_z“'wn-:"f'....ﬂl*'Wr\]

(29)

Subtracting (28) from (20) we obtain

(W -W ) 1

—n_nzl 25,24 3y (W= . Lo o

52 g k"B A(0) (MW, ) = [ gy Ty T e BA @I

(30)

Then a set of recurrent formulas for W, can be obtained four O<z<L

Z 1 2a.2 ng '
- ko“B2¢A_(p) (2~2")
4 a1 -+
Wo(z) =W (2) + L e : (- 5 V2 7 ke282%4, ()]
L L
Wn_l(z )dz
(31
n-2.3.1‘ s s 8 0 s
Z 1 2a. 2 -+ '
7 kp“By¢A (p) (z-2")
% <2 3 , \
Wi(z) = Wo(z) + L e (- 3%; VT2+‘% k22822A5(3>]w0(2 ydz'!
L x,28,24.(3) 2 (32)
4 e Rl £

-e

It is easy to obtain a similar set of ~=( . rant formulas for wn'

Z
W@ ) e (W ()W ()] - 5&; I UM (2)dz!
L
n=l,2,3, .... (33)

Note that in deriving equation (30), (31), and (32) we have used the
boundary conditions in equations (22) and (28). From equations (21),

(22), (£6) and (27) we can evaluate Wy and W;'

Wo(z) = exp [ 1 k

7 lzﬁngi(:)z] (34)
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and
Wo'(z) = Wo(L) = exp [ + kz BwZA (o)L] (3%)

Using equation (34) and (35) as the starting point, the recurrent formulas
(31) and (33) will lead to wn(z) and then wn'(z) for any n=1,2,3,

After we have these results, equations (23), (24) and the relation

n,~>
1 ar gez ’ n.0,1|2| e (36)
]

rn n! n=0, 0'0

can be used to obtain Ty, I}, Ty, T3 and Ty for z>L.

2.3 The Formulas for I'p, Ty, Io, I3, Ty

If we assume the random field £=AN/N is isotropic as well as homo-
geneous, then AE(K)-Ar(o). Since AE(O) is an even function, we can ex-

pand A, (p)

AE(S) - Aﬁ(p) = Ag+A2 ) 24+AL0 A0 +Ago B+ L ... (37)
So

AE(p)lp-O = A

VTAs‘p)Ip-o =0

v 2 -4
1A (P) | jug = 4A2

2680800000

Having these identities above, we are ready to calculate Iy, 'y, T,, I';, Tu.

As stated in the last paragraph of Sectioa 2.2, once Wy', W, ', % ', W', W,',

’ -

are obtained, we can evaluate Iy, '}, >, T3, T, from equation (24) and (36).

For the region z>L, the results are as follows:
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-1 (38)
- - % szzZAz(ZLz—LZ) (39)

- - % k2%Bp2AgL - %kzszzAz(ZLz-Lz)

2 1 7 3
- ,5 BQZAQ(3LZZ-3L23+L3)'k2282“A22(Z L2 2. ﬁ L3z + '3-5 LL‘) (40)

- - 71.' k22822A0L - %1 k2822A2(2Lz-L2)

822
- 28,24, (3L22-3L2z+L3)+} e Ag(12L23-18L222+12L32

-3L")-k2 %8244, (L222- % L3z+ % L*)
+ 3%35 k23825423(720L323-1320L422+846L52-185L6)
+ ‘3L2 k2382" AoAz(ZLzz-L3)+ %— kzﬁz“AzAu(18L223

- 31L3z2420L%z - %3 L) (41)

7
+ kz“eqqu“cl— L4z - 2= 15,3 + BZL 6,2 _ 3363 L7z + 2L L®)

2 16 32 5760 " 80640 - % T 845120
4 $kp36288,3(F LI22- él L4224+ igé L5z - 3L 16)
'k.'ZZBZL‘A.'ZZ(% L?_zz ig L3 2+ Ig )

~3k. B, %80 (2L2-L%)
+ko 8,64 Aw3(£- L3222 Lo by 4 =2 L)
TloRzoaefa TiEn 192 256

+ik,38," AOAZ(% L’z- % L)

R VL CEIEPAS D EPENE. S R 122 Loz 2 )

continued on next page
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-B2%A4 (12L22-12L2244L3)

~3k,8,%A,A4 (15223~ 125 L322+ ;0 z- ééts)
20,652 3gu. 23 yu,3, 337 5 5 2381 ¢ + 379,
+ko“B,°A54A, (3L % LYz%+ a8 L-z 730 L z 560 L7)
1 1
+k2~82“AoAq(—-L“z2 Z-L z+ I3 L")
B2?
o Ag(48Lz%-72L222448L32~12LY4)
4 ___ 2 N 3.3 201 u 2 243 lg 6
+85 AZAG( L2z*-51L323+ 5= o Lozt = L8
B2?
* 57 Ag(96Lz"%-192L.2234192L322.96L " 74 2 -—- L)
(42)
where
ky = (w2/c)(1-wp2 /wzz)llz (43)
and

By = -wpz/(wzz-wpz)

in a turbulent plasma.

2.4 Formulas for Temporal Moments

Now, we consider a plane wave Gaussian pulse at carrier frequency
e prepagatiug through a turbulent plasma. The envelope of the original

pulse 1s given by
Alt) = exp(~t2/Ty2)

In other words, we have the frequency spectrum

o
) T
_ 1 [ -t?¥/1y2 jwt 0 , ,
£(w) » o= | e cosw t e d - [-To'(w+wc) /4]
-rd
-+ - 2 - 2 3 ’
exp[~Tn* (s )7 /4). 4 (44)
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From the relation F(Q)-f(wc+ﬂ) and Q-w-wc, we have

F(R) = Fo(Q)4F4+{D)

where
To
Fo() = — {exp[-To2(0+ 2w )2/4]}
4y ¢
To 202
F () = ~— {exp[-Tp“qn</4]}
* 4

Since the value of Ty gives an order of magnitude for the original
signal width, usually Towc is much greater than one, which we assume.
This implies that F-(Q) and 3“F-(Q)/89n for n=1,2,3,4 are nearly zero
in the region 99'-wc, meanwhile F+(Q) and 3"F+(Q)/af2n for n=1,2,3,4
have negligible values in the region Q?iwc.

Now let us divide the integration in equation (7) into two parts

as:
M(n)(z) - M_(n)(z)+M+(n)(z)
where
-W
o4
ORI J Fr(2)ed¥2% 3P (F(ap)re k1% /50,
-0 =Ry
49,
and
M+(n)(z) z 2n(§)" I Fr(2.)ed %22 3P ira)red®i? 1/50,"
=
=
dﬂz

Then for the reasons stated in the last pac-agraph, we can approximate

M_(n)(z) and M+(n)(z) as

8

e RPN - o ko A A mAe o im e s R




i of

TR T Y W .

T Ty ™ T T —— b odaars LA aud da s o Bl q P "

Jkaz gnip (g,yre~dK1Z) 50,7
1=

dQ2

M_(n)(z) 3 Zﬂ(j)n [ Fa_(R))e

(45)

and

Jkoz -jk2

M+(“)(z) : 2n(§)" { F*, (2))e a"[F_(Q))Te 1/00,"

1=,
dQ,
(46)
If we calculate the partial derivative inside the integrand in equa-
tion (45) and use the results in equation (38) through (42) for Iy, I'y, Tz, T3,

T,, we can express M_(n)(z) as a summation of terms which have the general form

J F*_(Qz)(amF_(Qz)/aﬂzm)g(z.ﬂz)dﬂz (47)

where m is one of 0, 1, 2, 3, 4. In the last integration, g(z,0;) has the

form as

h 3k § 9%k k A%k ¢ 3%k m
g(z,0;7) = BBy ko (392) (Bﬂiz) (3953) (BQQQ)

where B 1s some constant in terms of L, z, Ap, A, Ay, Ag and Ag, and h,
i, j, k, &, m are some nonnegative integers. Note that from the expressions
for B, in equation (11) and k; in equation (43), we can find that g(z,2-) 1is
either an even function or an odd function of wy, since Qz-w2~wc.

Doing the same thing for M+(n)(z) in equation (46), we can obtain
an identical summation expression for M+(n)(z) except that the corres-

ponding general expression of (47) becomes

J F*+ﬂ92)[amF+ﬂQZ)/anzm]g(z,nz)dﬁz (48)

which just has different spectrum.

49
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For the purpose of further calculation in expressions (47) and (48),

we expand g(z,{;) into a power series in two ways as

g(z,02) = ge+g102+82%0 %+ ..., (464,
and
8(2,22) = go'+81 ' (82426 )+82" (A+20 )2+ ... (49b)
where
, 9'8(z,02)
81 .-!:T 2: l 2-0’112l3’ o
) Ny Q=0
and
' 1 32'8(2’92)
82‘ -F.——I— 2‘-0’1'2’3, LI I Y
* 392 Q:--ch

note that 1f g(z,9;) 1s even with respect to Qz-~wc(w2-0), gl-(-l)ggl'

and 1f g(z,27) is odd with respect to Qz-—uc, gz-(-l)2+lgl'. Having

these results, we can rewrite expression (47) as

J Fo*(02) [ 3"F- (Q2) /30, 1 g(2,02)d0,
- ( F,*(Qg)[amF_(Qz)/BQZm][go'+gl'(QZ+2wC)+82'(Qz+2wC)2+ vev.]d9s

- J F+*(Qz')[amF+(Qz')/392'm][go'+gl'Qz'+gz'92'2 + ... )das! (50)

where we have replaced the variable Q, by Qz'-92+2wc.
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On the othaer hand, using equation (49a) we can also rewrite

expression (48) as

J F+*(92)(3mF+(Qz)/892m)g(z.Qz)dﬂg

- [ F+*(Qz) (3%+(Qz)/392m) [8o+102+8202%+. .. 1d0,

(51)

In the first order calculation, we neglect g,'Q;'2 term and all higher
order terms in equation (50) and neglect g,0,° term and all higher order
terms in equation (51). Now, if we change the dummy variable 2,' into
Q; in equation (50) and add it to equation (51) in both sides, we can
conclude that M(n)(z)-M_(n)(z)+M*<n)(z) can be approximated by a summa-

tion of terms with a general form

[ F_*(22) (3"F_(22)/32,™) 8(2,92)dR; + f F*(22) (3"F,(22) /32,™) g (2,9,)dR;

- -]
4 m
280 [ F *(92)(3mF (22)/392 )49, if g(z,92;) 1s even with respect
e + + to wy=0 and m 1s even
0 if g(z,02) is even with respect
a < to wy=0 but m is odd
281 J F *(Qz)[BmF (Qz)/aﬂzm]ﬂzdﬁz if g(z,01) is odd with respect
+ + 2
- to wy;=0 and m is odd.
K.O if g(z,92,) 1is odd with respect

to wy=0 but m 1is even

So, in summary, for the purpose of obtaining the formula for the
nth momeri, we first expand equation (43) and (46) to get summations of

terms with genaral forms in expression (47) and (48) respectively. Then

— _;AAA__“A“_——A-‘“



. equation (52) is used to reduce each term “nto a simple integration
( form like that giren by the right hand side of equation (52). After
finishing those simple integrations, we add them up to obtain the
3
T formula for the nth moment. In order to shorten those lengthy for-
[. mulas, we use the notatiomns x-mpzlwcz and Z=1-X, Those formulas are
(0) o Ty
M . —— (3
4
(1), (0 _ 2z 22 -2q,-1/2
()M - 2 - = (2L2-12)X2272)2 (54)
To? 22 AgL A
(2) o) _ O o ST S 212, g2=3
M (z) /M 3 +?Z +wXZ W(ZL& Lcz)X<Z
Ay S Bty 7 3 -
T2 (3L22-3L2z+L3)X227% + —r L2z2- CTA L3z+ 5 L4yxhz”Ss
c
(55)
(3) (0 32z, 2,0173.3 2 -5/ 2 B 5-3/2
M (z) /M 7 5 To%z /z*z?u:?xz /Ac—;z 2
ATy
%{;—’;— Ao x2277 2. Te A2(2Lz-19)x%2 5/2
2 - A2 —a/n
—,3;% A, (2Lz-L2)X2%z 7/2. = (2Lz-L2)X4(3 + —éﬁ X)zZ 3/2
c
: ' Z:_z'f A, (3L22-3L2z+13)x2279/2
) [
’
[‘
[ e Ae(3L4-12L23418L222-1203 ) x 22 /¢
; c
‘; 6 1 7 3
‘r D2(3 12530 L 13,20 2 b bp=11/2
: ?AL(ALZ 24L32+32Lz)xz /
:
' 1 Ly et Brwie =1,
: 5507 Az3(720L323-13200" 22+846L52-185L5)x6z71 32
‘}’ E} 2 wo=ti/s
3 AOAQ(L--2L~z)X Z ,
16c continued on next page
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b o4
A ]
5
-1 -3
E._ u® (2ym® - 2 1o+ _g_z_z To2z + -3—’—2 X(24X)Z
A: c
h I 3T0
E" + Fo Aol X227%+ gz AgL x2z-%
- AgL
24 13 g3, 3 yuy,es

'! + Ez-w—cz- (6X4+ == 2 4 X"z

3 3'1' 2

+ T6av Ag2L? x4z-6- vy A (2Lz2-1.22)x2z-3
g

R A2 3 5

: iy s (2L2z2-L2z) (—2- XL’+15X3+12X2) z

N c

2 3

}‘ - £ Ap(2Lz-L2)X%2"

bt

2T0

3 + e Ay (3Lz2-3L22+L3)x22~4

3

F’ 822 2,41.3yx27=5

g + *7——7 Ay (3L22-3L22413)X2z

L

3

. - Ay

t‘ + =7 (3L2?-3L2z+L3) Y2 (4X2456x+72) 26

\{ C

b

3 5To* 2,1 ;2.2 3

_ + ——— > ~ 4 13 Lyylhn=b
— A2(L 241.z+3x,)xz

D‘ 2

- o 122¢ , 2l 22 7 13, .3 -6
: + ST ARG L2 g ek 35 1Y) XMz
' A2® . 7 3

s 2qb L1302, 2\l 2 -7
Y + —ch: (8 L 3 Lez+L<z<)X (2 Xe4+27X+48) 27
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3 ru,u. 13 15,3, 871 ¢ o 35363 7 ot 7217 8o=10
*oov (G L2 5 L2 o7 LO2%- 555 L2 Jesg0 LOX°2
A2’ 3g4 o 1L yu.3, 141 05 2 37 16oyy6,-8 |
- (3L °z" - 5 Lz %+ == %0 L °z¢- 28 L°z)X°2z |
Aok, 7 9
3 r3,2_ 01 1 5yy6y=3
+—¢-—(L 5 L2 + 35 15)x52 .
2‘.A‘4 [
+ —— (12L2z%-28L323+ g_z_ L¥z2- 32—8 Liz+ %3 Lé)x4z-8 ‘
c i
24, - 34 29 ruy3, 337 150 2381 3719 —_— ?
+ -37;:7 Ay“A,(3L°z e LY2z%4 === %8 720 L8z+ 560 L7)x6z
AgAy
+ -'z-z' (6L2z2-6L32+2L4)x42~7
+ %4-:,- A2A5(-— L2z4-51L3z3+ 221 bg2- i83 t9 L8)x4z~8 '
[+ |
2 - -
+ 2 4g(96L24-192L22%41921322-96L" 2+ $o5)x2277
c i
- B e(1212%-18L22%4120322-3L42)k 276 j
“e 1
- 'a%“' AgA;(2L2z2-L3z)x"2~6
4 8L224-31L3234+20L4% 22— 23 15,yx4p=7
-mAzAg(le-Lz Lz-?-Lz)XZ
c
(57)

In order to understand the physical significance to these moments,
we shift the origin of time to M(l)/M(o), which will be defined to be
the arrival time of the signal in Chapter 3. We call the new moments

the central moments. They are denoted by ﬁ(n) 1ud are given by
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9 n (1) .
—(n) . M - n! _ (I
M (=) f (t ;TBT) <A*(z,t)A(z,t)>dt jzo IHCED R ( (0)) M
n=0,1,2, ....
(58)

We note E(O)-M(o) and'ﬁ(l)-o. The calculations of higher order central

moments follow 1in a straightforward manner by using (58) to give

To? Ao 4A

— 4
M(z)(z)/M(o) — + —— X22734 —— (31z2-3L2241.3)x22-4

4 AC K 2

C
A, 1
+ =7 (—- L2z2- 3 L3z + — L4)x4z~5 (59)

—(3) (0) _ 3z / A2 /
M7 (z)/M = ==y x 2752 o7 (2Lz-L2)X2(24+15%) 29/ 2

e c

bcAg

- — (12Lz3-18L2z2412L3z-3L%)x2z~11/2
(o]

Azk 2,3 3,2 4 18 [ 5ipu,-13)2
-W(12L2-22L2+15LZ-SL)XZ /
Ayl
- 13,3 1 w207 s, L e a5,
P ( Loz°- 5 L¥z%+ == 20 Lz -1z L )X~/
(60)
_ 3T,2
w4 (2ym® - %{«; To'+ E%_T X2z=3+ Fo7 Aol x2z=3
[}
ApL
2 15 + 3 g4y=5
+ e (6X%+ 5= X°+ 7 X2

3 202 glo=b_ ¢ 2123 (3 ghipwdy o
TeaT ALY X275 T (2Lz*-L%2) (5 x“+6x%)273

continued on next page
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ZTQ
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C

Ay
-7 (3Lz2-3L22+L3)X2(4X%+56X+72)2~6

To2 |
1 3 -

7 A2 1222 3 LIzt 3= L9)x4z-5 |

|

Az 7 %

-z-z [(—- L“- 3 L3z+L222) (— X2-3X)

+ (% L~ %I-LSH -32- L222) (24+15%) 142”7
|
Az ) 3 373 217 301 i
4ghe = 1523 2 7 Byy8z=10 !
( L 7 Lz 5L 62 310 L 2+ 375 LOX%2 5
24A,° i
2,4 3.3 82 2. 188 20 6yx4z~8 |
—;:¢~ (12L4z*=-28L°%z% — 3 bz 15 9 L®)X*z
ApAy
77 (6L722-6L3z+2L%)x42"7 ;
c .
l
AQZAu 1
-7 (42072%-106L%23+107L522~ l-g-l- L62+ S;_S L7)x6z~9
Cc
24c° 96
% Ag(96Lz"-192L2234192L32°-96L" 2+ T L5)yx2z~7
[}
AzAg

2376 L3z+96L6)x42~8
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3. Temporal Moments and Numerical Results

In this chapter, we give the physical meanings to those moments.
The first moment and the second central moment have the physical signifi-
cance as the mean arrival time and the mean square width of the received
signal. Then the skewness and kurtosis are defined in terms of the second,
third and fourth central moments., These quantities are used to describe
the vough shape of the signal. In order to get more concrete understanding,
ve assume that the turbulence has the power spectrum introduced by
Shkarofsky. Then two sets of parameters are used to obtain the numeri-
cal results. These parameters describe the geometry and content of the

medium., All of them are stated in Section 3.1l.

3.1 Mean Arrival Time and Mean Pulse Width

The first moment and second central moment have been evaluated and
discussed by many papers in the past [Mark, 1972; Yeh and Yang, 1977c;
Liu and Yeh, 1977; Yeh and Liu, 1977b; Yeh and Liu, 1979]. The first
moment represents the time position of the energy weighted by the inten-
sity distribution. Therefore it is just the arrival time of the signal.
Here we rewrite the firast moment expression in equation (54) and denote
t, as the arrival time of the signal. So we have

e = u D@m= 2y - A—Z- (2Lz-L?)x2z-5/* (62)
a g 4c
where we have replaced c21/2 by vg, the group velocity. Obviously the
first term in the equation above represents the arrival time if there
were no random irregularities in the medium. The second term is the
excess time due to J(ispersion and random scattering. Here we have to

note that A, 1s always negative, then the excess time is always positive,
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Since the second term depends on x2. the excess time decreases rapidly

as the carrier frequency increases.
Now for further calculation, we introduce a power gpectrum for the

random turbulence which was presented first by Shkarofsky [1968]:

(Kolo)(p-”/z’-o3 KEIZ(QOVE1:;573

(2n)3/2K

d (k) = o}
z(rolo) (EOVKZIKQZ)p/Z &

3

(p=3)/
(63)
where K is the Hankel function of imaginary argument and xo=1/L;. The
quantities Ly and %, are the outer and inner scales, respectively. 052
is the variance of the relative electron density fluctuation. The two-

dimensional correlation function corresponding to the three dimensional

spectrum defined by (63) is given by

2ﬂ(K0V02+202)(p-z)/zx(pfg)/z(Kovpz+loz)0€2

coteo20) PP% o (kotg)

Aa(o) -

(64)

When AE(p) is expanded as in equstion (37), the coefficient An’ n=0,2,4,

n
.++ etc., can be easily obtained from the relation A = iv 3A0p) '

n n. aon p=0,
yielding

-/ 7 2
Ag 2789/ 0€ K(p_z)/z(Kolo)/K(P_3)/Z(Kolo)

(65)
- - 2
As VﬂK07220 05 K(P'a)/2(K010)/K(p_3)/2(roiC)
(66)
- 1/954.3 2 '3 {
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Ae F .-fﬂK05/9027£05 o‘?
v

K(p-8)/2(<0L0) /K5y /5(0ko)
(68)

w S T l0eolig 7 . 2 ~
Ag VGKO /9:21 %, I K(p—lO)/Z(Kozol/K(p-3)/2(K020)

(69)

For numerical results, we take Lo=10 kilomecers and £)»10 meters

and 052-0.1. Furthermore we use two sets of parameters which are ligted

as follows:

Model 1 Model 2
Plasma frequency fp 10 MH:z 50 MHz
Distance 2z 500 lm 1000 m
Width of random
irregularity slab L 200 km 500 lam

where Model 1 corresponds to conditions that can occur naturally in
the equatorial ionosphere and Model 2 corresponds to conditions of an

ionosphere disturbed by nuclear explosions. in our calculations the

carrier frequency fC will be varied. The width of the impressed pulse

is Tp and is also varied such that cho =100, whic: is consistent with

F '
]
l\ .
b
4

| the assumption made in the derivation of the temporal moments in Section

2.4.

In Figure 2 we present the numerical results for the arrival time.

.‘ The excess time, ta-z/vg, is plotted as a function of the carrier fre-

f quency for both Model 1 and Model 2. Except in the region fc§300 MHz

» in Model 2, these two straight lines in this figure show that the excess

o) times are proportional to fc_a in both models. The little digression at
low carrier frequency end in Model 2 comes from the failure of the approxi-

mation Z:1.
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Now let's look at the second eeatral moment given by equation (59).
It has been identified earlier as the mean square pulse width of the
signal. Denote the saquare root of it by 1. So we have

To? Agl bA,

2 .1:1-(2) (z)/M(o) =t %e? X2z=3+ 37 (3Lz2-3L%z+L3)x2z2""4
c

ut

Ap?
1 .2,2.1 13, .1 uyygun-5
ZT(QLZ 3Lz+8L)XZ (70)

+

It 13 easy to recognize that the first term of the expression above
is the original square width. The other terms contribute to the broadening
of the signal due to random scattering and dispersion. But in equation
(70) the distortion terms that come from the high order dispersion are
absent. The reason for this is that we have neglected g,0° term and all
higher ones in equation (49). Actually, the general-expressions (47) and
(48) contains the effects due to higher order dispersion. If in those
terms we take ;2 term in equation (49) into account for the calculations

of (L) (2)

and M'“/, an extra term (zz/c?-mcz'l’o2)}(22'3 must be added to the
right hand side of equation (70). This quantity describes the signal
broadening i there are no random irregularities in the medium. Using
the numerical values in either Model 1 or Model 2, we find this quantity
is much smaller than any distortion term in equation (70) due to scattering
and hence the higher order dispersion term can be ignored.

The dependence of the normalized mean pulse width t/(Ty/2) on the
carrier frequency is shown in Figure 3. 1In the frequency range we con-
sider, when the carrier frequency is larger than 500 MHz for Model 1

and that is larger than 10 GHz for Model 2, the first term in equation

(70) dominates and we can neglect all the broadening effects.
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In Model 1, on the other hand, 1f the carrier frequency is between
100 Mh:z and 140 MHz, the term containing Ay, which has fc~6 dependence,
is most important. In some earlier papers [Sreenivasiah, 1976; Leader,
1979; ete.] AE(E) in equation (37) is approximated by A0+Azoz. With
this approximation, they would miss the A, term which happens to be
dominating under the condition above. Then their results will be in
error when applied to our problem. In Model 2, when the carrier fre-
quency f; is such that 100 MHz < fc < 1 GHz, the last term in equation
(70) is most important and we can approximate 7% as

2
12 =« 2;— c% L2z%- % L3z+ % LY)x4z=3 (71)

which has fc_8 dependence. Note that under this condition, the norwralized
mean pulse width t/(To/2), 1is proportional to fc-3 since in all computa-

tions we assume wcTo-lOO.

3.2 The Third Moment and Skewness

Let us rewrite the third central moment given by equation (60) as

—(3) (0) 3z Az
M2/ (2) /M o T XZ =3/2- T (2Lz-L2)X2(24+15X)279/2
C [of

6cAg
— (12Lz3-18L2z2+121.3z-3L%)x2z"1 )2
Cc

A2hy 18
—7 (12122%-22L%22+15L 2 &= L5)x4z-13/2
c

3
ﬁ;—-(-1- L3z3- L pep2e Togs,0
cd % 2 20 -

1 6yybs-15,2
13 L°)X°Z / (72)

The first term on the right hand side of (72) comes from dispersion

and all the remaining terms from random scattering. Note that A, and A.
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are always negative and A, is positive, This implies that the third
central moment is always positive. Physically, this means that due
to propagation effects the pulse becomes asymmetrical with a trailing
edge longer than the leading edge. If under certain conditions the
third central moment becomes large, the received pulse must be then
stretched to give a long tail. Therefore, the value of the third
central moment is & meagure of asymmetry of the pulse relative to the
arrival time.

In Figure 4, we present *he dependence of the third central moment

on carrier frequency for two models. In Model 1, when the carrier fre-

quency fC is larger than 3 GHz, the first term in equatlion (72) dominates,

so that

..._.3-52 X 2-5/2

3(3)(2)/M(0) ~ T

indicating that the dispersion 1s more important and the third moment
has fcmA'dependence. When feil GHz, the third term dominates,

- ~6cAg

1D 2y m(® - —— (12L2%-18L222+12L°2-3L")x 2z~ 11/2

c

indicating that the random scattering is more imprrtant and this moment
is proportional to fc-a. In Model 2, when the carrier frequency is
above 10 CHz, the term owing to dispersion effect dominates again.
But when fc is below 10 GHz, no term can always dominate.

Let us now define the skewness, s, through the following relation:

M) 2y m(®) o g3 (73)

The value of s is a measure of the extent of the signal asymmetry. If the

signal intensity distribution is symmetric about the arrival time, s is

e v - w — W — w T woT —w oy T o
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zeroc. Roughly speaking, larger s mesns bigger relative difference of
the stretched lengths between the trailing edge and the leading edge.
In Figure 5, we show a distribution with an exponential decay in trailing
edge and a Gaussian decay :n leading edge. This distribution has skew-
ness s=1,03. 1If any distrilution has s value much smaller than unity,
we may conclude that any of the following three possibilities may happen:
1) the trailing edge decays faster than the exponential decay; 2) the
leading edge decays slower than the Gaussian decay; 3) both of above.
With the distribution shown in Figure 5, this comparisen of the s values
will give us a coarse idea about the shepe of the received signal.

The dependence of skewness on the carrier frequency is shown in
Figure 6 for both models. 1In Model 2, when the carrier frequency fc
is below about 800 MHz, s has nearly a constant value of 2. When fc
is between 1.5 GHz and 10 GHz, s 1is proportional to fc-s and when fc
is above 15 GHz, s is a linear function of fc_l. In Model 1, except
the liorizontal part, the curve is roughly parallel to that of Model 2.
When fc is such that 200 Mﬂqifciz GHz, s 1is proportional to fc'5 and
when fc is above 4 GHz, s 1s inversely proportional to fc again. Note
that if the carrier frequency is above 500 MHz for Model 1 and is above
3 GHz for Model 2, the values of s are much smaller than 1. So we can
say in those frequency ranges the received signals must be less asymmetric
than the distribution shown in Figure 5, if by some other means we can

make sure that the signal is in 1 single clump.

3.3 The Fourth Moment and Kurtosis

The formula of the fourth central moment is given in equation (61).
Note that since every term in the right hand side is nonnegative, the

fourth central moment is nonnegative as it chould be. Again., the first
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term is the original fourth central moment and all the others come from
the propagation effects due to dispersion and random scattering. We
plot 3(4)(z)/M(G) as a function of carrier frequency in Figure 7. Quite
similar to the situation of the second central moment, when fc is above
1 GHz in Model 1 and 1is above 10 GHz in model 2, the first term in equa-
tion (61) cominates and we can omit all the prupagation effects. On
the other hand, in Model 1 when fc is below 500 MHz, the fourth central
moment is proportional to fc-IO and it can be approximated by the single
term containing Ag. In model 2, when the carrier frequency 1s between
200 MHz and 1 GHz, this moment is roughly proportional to fc-l6, i.e.,
the term including AZ“ is most imnortant,

Now we define the kurtosis, denoted by K, from the following

relation:

M4 () m(D w4 (xa3) (74)

where 7T is the mean pulse width defined before. The kurtosis is a di-
mensionless measur: of the distribution concentration extent. For the
distribution shown in Figure 5, the value of K 1s 2.94. If any other
one clump distribution has kurtosis value less than 2.94, it must be
more concentrated than the distribution shown in Figure 5.

In Figure 8, we show the dependences of K on the carrier frequency
for both models. Note that both curves have the same shapes as the cor-
responding ones in Figure 6. Notice also that K is always larger than O,
which 1s thr: case without any propagation effect, 1In Model 2, when the
carrier frequency is below 3 GHz, K has nearly a constant value of 30.
When the carrier frequency i3 above 700 MHz for Model 1 and is above

4 GHz for Model 2, the values of kurtosis are less than 2.94. This

64

o - i a . S tnDi B s et o L FRNN PR P U WP

[ »_d



-~

e e YUTTT

faw evww =

- P
-

.......

'C;G

F
[
g
" 10'3
; ©
% ~ MODEL 2
o
"
L 4
~
S 'Q'T -12
s fc “DEPENDENCE
—_
g
1%
-y
. 5 10 50 100
T fe (GHz)
E Figure 7. Normalized fourth central moment (i(“)/n(o)/(3ro“/1e)
E as a function of the carrier frequency fc.
:
: 70
r
g




Y

e = g T .

i
10t
r
-8
fe DEPEMNDENCE
10" |
]
-2 DEPENDEN
t.2 DEPENDENCE
MODEL |
1034
-2
f. DEPENDENCE
lcfg 1 1 1 1 1 L
0.l 0.5 | 5 10 50 100
fc (G HZ)

Figure 8. Kurtosis K as a function of the carrier frequency
f . For a definition K, see equation (74) in the
text.

71




g v -

h 20 T o B

P

Bl i X alh atn SN 4

T~ T

e i

e R = m —amer— v —

implies that in those frequency ranges the received signal intensity
must be more concentrated. So we can conclude that in those frequency
ranges the gignal must decay faster than the exponential decay om both

sides if we assume the received signal is just in a single clump.
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4. Description of the Signal Tail

In many applications we are not concerned with the detailed and
exact shape of a propsgating signal, such as in binary communication.
The important thing we like to know is whether an error will be committed
in the decoding process owing to the distortion of the signal. From the

regsults in previous chapters, we know the distortions due to propagation

effects can be described in two separate ways. One of them is the broadening

of a pulse. The other is the asymmetry of this pulse, which when trauns-
mitted was originally symmetric. In this latter aspect, we find the
distorted signal always has a longer trailing edge. When serious, the
received signal cannot be contained in its original bit, it will extend
its energy into the next bit or even the third bit. This may produce
errors in the decision making process for %he neighboring bits. Since

in a2 binary communication link, we mainly worry about the possibility

of committing the errors, it is important to estimate the energy quantity
which is extended outside of the original bit itself, especially in the
traliling edge.

We introduce two theorems about moments first in this chapter. Then
these two theorems will be used tc give an upper bound for the signal
energy outside some time interval from the arrival time in the trailing
edge. The parameter values of those two models in the last chapter will

be used again for the numericsal results.

4.1 Two Theorems About Moments

Since we are dealing with the normalized signal intensity distribu-
tion, this distribution density as a function of time is always positive

and the total distribution can be normalized te unity, These properties
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satisfy the conditions for a function to be a probability distribution

density function. So, any theorem about the moments of the probability

distribution as a function of random variable can be cited in our re-

search, if these moments are defined in the same ways as the temporal
moments. Here let us introduce two theorems about the moments of the
probability distributicn. These two theorems can be found in books on
statistics, for example, the book written by Mises [1964]. In the fol-
lowing statements, we will not distinguish the probability distribution
from the signal intensity distribution, since the results have no dif-
ference.

Theorem 1: If two distributions with distribution density function T(x)
and I'(x) have the same moments up to the nth order, the
graphs of the corresponding cumulative distribution functions
e(x) and e'(x) must have at least n "points of intersection'.

Note that the cumulative distribution functions and the distribution

density functions are related by
¥
e(x) = J I(x") dx'

Here we have to give a definition to "a point of intersection'". We
define "a point of intersection" as that inside some closed interval
of  where c(x)=e'(x) and just outside this interval e(x)-e'(x) has
opposite signs in the positive side and negative side.

In chis report, we will not try to prove this theorem. But from
Theorem 1, it is easy to derive the following Theorem 2.
Theorem 2: Suppose there exists a distribution I(x) which has an

m-step increasing cumulative distributicn function ¢(x)

and tas first 2m order moments H 00, 1), §(%7, L mtamel)
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If I'(x) is any other distribution with the same 2m moments
as above, then the graph of its cumulative distribution
function ¢'(x) passes through each "step" and each ''riser"
of this m-step fuaction e(x).
As an example, we show a 3-step case in Figure 9. In this figure, for
the purpose of our application we have replaced the variable x by t and
denote the positions of the ''risers" by t;, t;, t; and the heights «~”
the respective riser by €;, €;, €3. Note that €;, €£,, €3 must be posi-
tive and the moments up to fifth order are concerned. Since in the
statements of Theorem 2, we have used the central moments to specify
the m-step increasing function, the origin of the horizontal axis is
the arrival time of the signal.

—(0)’ g(l)’ g(Z).

But for given moments M . n(2m-1)

e , such an
m-step increasing cumtclative distribution function can exist only
when some conditions are satisfied. For the case m=3l, these conditions

are

E(O) E(l) E(Z)
i(l) H(Z) §(3)

72 53 5@

E(O) > 0, E(O) g(l)
> 0,

F(L5(2) -

4.2 Application of Those Theorems

In the case of a 3~step function stated above, for the purpose of

calculating the positions and heights of "risers", i.e., t;, ty, t3,
€1, €2, £3 (6 unknowns) in Figure 9, the quantities of moments up to
fifth order (6 knowns) are needed. But, if we have the information »f

only up to fourth moment, we still can ccnstruct a 3-step increasing
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2 s

A 3-step function and a increasing curve whose
corresponding distribution density functions have

the same moments up to fifth order. ¢, represents
the height of the "riser" at t,, i=1,2,3. Note

that gy+ep+e3=l. In this case, these two curves

have at least five "points of intersection". Since
the height between point P and Q is the fractional
signal energy beyond t3, €3 1is an upper bound of this
fractional energy.
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function except that any ome of t;, t,, t3, €1, 3, £3, must be lefr
undetermined. This undetermined one can be chosen arbitrarily within
some restricted ranges.

The conditions under which such a 3-step incressing function can
exist have been listed at the end of Section 4.1. They can be satisfied
if the cumulative distribuction function of our signal Intensity distri-
bution i3 increasing (not constant) at least at 3 points. This is true,
since the signal intensity is monotonically increasing at least in some
range of time. The proof for the satisfaction of those conditions can
be seen just by reviewing the process of deriving those conditions,
which we omitted.

Since we are trying to estimate the signal energy outside some

time interval from the arrival time in the trailing edge, among t;, to,

t3, €], €2, €3 we will let t3 unfixed. Now let us compute t);, tp, €}, €2,

€3 in terms of t3, 1, 8, K. The starting point of the calculation is
the equivalence of those moments between our signal intensity distribu-
tion and the distribution with 3-step increasing cumulative distribution
function e(t). The corresponding distribution density function I(t) of

g(t) can be expressed by a sum of delta functions as

I(t) = €18(t~ty)+erd(t~-t)+e36(t~t3) (75)

Then we have relations as follows:

E(O)/ﬁ(o) » g 4eoten
-1 (76)
E(l)/ﬁ(o) = g tide-todoat
= () (77)
77
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-!-‘(-(2) /.ﬁ(o) - €1t12+92t22+€3t3

= 72

'ﬁ'(3)/§(0) €1t13+€2t23+€3t3

« g

3(4)/3(0)

g1t et ety

w 4 (K+3)

From equation (75), (76) and (77), it is easy to solve €}, €3, €3 in

tetms of t, t;, t3. The results are

T24t,t;
€] =
(t3-t)) (ta-ty)
T34t t3
€; =
(t3~t3)(ty1-t2)
T4t ts
53'

(e1-t3)(to=t3)

Substituting these results in equations (79) and (80),

2
(78)
3
(79)
L
(80)
(81)
(82)
(83)

we can obtain the

expressions for t), t; in terms of t3;, 7, s and K. They are as follows:

t 1 - Lﬁ_f_z;“ﬂ.

where

12t 3 (K+2)+13s-t 1287

p -
T:*tarl—tgz
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Now we have constructed the 3-step increasing function e(t). Since
we know the cumulative distribution function €'(t) of our signal intensity
distribution is always increasing and must huve at least 5 'points of
intersection" with e(t), the graph of e'(t) must pass through the third
"riger" of €(t) at t3 (see Figure 9). Furthermore, since the height
from this intersection point to the top step is the fractional signal
energy beyond t3, €3 13 just an upper bound of this fractional en y.

In a binary communication, we can always put t3 at the boundary of a bit
and then compute the fractional signal energy extended into the neighboring
bits in the trailing edge. But, we have to remember, t3; can be chosen

only within some ranges. These ranges can be found from the conditions
which require that t; and t; must be real and €;, €,, €3 must be real

and positive.

4.3 Numerical Results

In this section, we use the model parameters giver in Sectiom 3.1
once again. We plot the curves of €3 as a function of the carrier fre-
quency in Figure 10. Two values of t; are assigned, one at T,, the other
et 2Tp. The shapes of those four curves are quite similar. In both models,
€3 asymptotes to about 0.1 for t3=T; and to about 0.005 for t;=2T,;. Also
we find when the carrier frequency is larger than 1 GHz in Model 1 and
larger than 10 GHz in Model 2, €3 is approximately equal to the individual
agymptotic value, These two values of the carrier frequency coincide

roughly with those beyond which the propagation «ffectn on the pulose
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width can be neglected, as shown in Figure 3. Also from Figure 6,

when the carrier frequencies are above those two values in two models,
respectively, skewness values are less than 0.001, which is much smaller
than that of the distribution in Figure 5. So w2 can conclude that the
signal shape is nearly unchanged for the carriev frequency range above
those two values in two models, respectively. Really, for the undis-
torted signal, the exact fractional energy beyond Ty is 0.023 and th&t

beyond 2T, is SX1O-5, which naturally are smaller than their upper bound

0.1 and 0.005 given above, regpectively., Because we have the restrictions

on the choice of t3, we can not complete those curves in Flgure 10 when

the carrier frequency is below some value,
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5. Summary and Conclusion

Starting from the Helmholt: wave equation (10), we derived an
equation (17) for the two-frequency two-position mutual coherence
function P(;). In order to compute lg4, Iy, I3, I';, Ty, a set of
equations for wn and wn' were derived. Tqy, Iy, [y, '3, Iy were eval-
uated and then temporal moments and temporal central moments up to the
fourth order were computed. Two models for the geometry and ionospheric
parameters were used to obtain numerical results.

We next consider a narrow-band Gaugsian envelope carrier signal
being impressed at zr0. After propagating through a turbulent plasma,
owing to dispersion and random scattering, this originally symmetric
gignal is broadened and bacomes asymmetric. The trailing edge is longer
than the leading edge. From the information we obtained, we can not tell
whether the received signal is just in a single clump. But if we can make
sure of it by some other means, we compare the skewness and kurtosis values
of the average signal intensity distribution with those of the distribution
shown in Figure 5 and then get a rough ider about the shape of the re-
ceived signal.

The results also showed the dominating propagation effect between
dispersion and random scattering. As the arrival time and pulse width
are concerned, the random scat. r ing effect is more important, since the
propagation effect will "e much smaller if there are no random irregu-
larities in the medium. As far as the signal‘asymmetry is concerned,
the propagation effect mainly comes from dispersion in high frequency
part and from random scattering in low frequency part in the carrier
frequency range we considered. Finally, for the extent of signal con-

centration, random scattering effect iy dominating.
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Although we can not know the exact shape of the received signal |
‘( intensity distribution, we can find an upper bound for the fractional 1
E signal energy beyond some time distance from the arrival time. In a ¢
: binary communication, this information may help us to predict the errors 3
t‘ in a decoding process. But to do it, we need more investigations.
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1. Introduction

As a radio wave propagates through the ionosphere, random varia-
tions in the electron density will cause the wave to fluctuate, These
fluctuations are called scintillations. Scintillations are especially
apparent Iin regions called electron bubbles. Electron bubbles are
regions in the ionosphere where electron density is very low. Also
very sharp electron density gradients are present.

In this report I will make a deterministic study of pulse propa-
gation thrcugh a model electron bubble at several different carrier
frequencies. Because an electron bubble is a dispersive medium, one
would expect a pulse propagating through a bubble to be distorted.

I will obtain a graphical relationship between the carrier frequency
and the pulse distortion. To obtain this relationship I will calcu-
late the moments of the pulse envelope after the pulse has been trans-

mitted through an electron bubble.

91

A B s il P ye \ 2 F S o S




> A
-

—— ey -

e e g e W N W Y bl

2. The Parabolic Equation

Microwave propagation through an electron bubble is a strong
fluctuation problem because the log amplitude variance 1s greater
than (.2-.5). The parabolic equation method [Tatarskii, 1971] will
be used to study this problem.

Figure 1 shows the geometry of the problem. A wave propagates
from z=0 to zwZ; through an electron bubble. In this report, the
geometry 1s considered to be two dimensional so that there is no y

dependence.

2.1 Derivation
The dielectric permittivity at any point r=(z,x) is written as

an average or background value plus a fluctuating part.
e (r) = <& (2)»[1+e)(r)]
The average wave number 1s defined to be
k? = wlugeg <sr(z)>
k? = k04‘<er(z)>

The source free Maxwell's Equations are the starting point for the

derivation of the parabolic equatio;.
V<E(r) = -{wuyH(x)
7<H(x) = imer(g)g(g)
Taking the curl of (&) gives

erjxg(g) - _1(uu0(Vxﬂ(£))

a»

(1)

(2)

(3)

(4)

(5)

(6)
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Figure 1- The geometry of the problem,
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Substituting (5) into (6) results in

V-t

UxUxE(x) = -muo(iwer(g)ﬁ(g))

»
)
b

Using (3) and the vector identity 7xVxA=grad div A-V2A gives

grad div E(r)-V2E(r) = kgc_(r)E(r)

b

If the irregularities are large compared to the signal wavelength

then div E(x) = O [Tatarskii, 1971]. Equation (8) reduces to

72E(x)+ko%e (DE(x) = 0

The x compoment of the electric field E(r) can be written as

—————— -

E (r) = U(_r_)eikz

tion and U(x) is complex. From (1)
kozer(z) - k2(1+€1(£))

Substituting (10) and (1l1) into (9) gives

v2u(r) et K22 (14e ) (1)) UCp) e 1% = 0
: or
f 2t ikz , 3° 1kz , 3° 1kz
. YR U(r)e + 3y U(r)e + FyYs U(x)e
}.‘ +He2U(2) e ¥ hk2e (1) U(r) = 0
;..
3 also

1 < :
e ikZ - kz %z_? U(£)+21keikz .g_z_. U(E)-U(E)k‘eikz

jt',
[and
~~
1a]
—
o

a4

PN TP VEPOS VD DU OrO YT S PIT VORI PP U PV VUL T S SR TR RPN

(7

(8)

(9

(10)

where e'iwt dependence is understood, propagation is along the z direc-

(11)

(12)

(13

(14)

[ P



a Substituting (14) into (13) gives

[

42 - 2

: 25 u) et + L5 p(r)el*® + o122 y(rye21ke Ky r)

; Ix ~ ay ~ iz = - 1
-k2U(r) et¥Zk2u(r) e % hk2e | (n) U () 1K = 0 (15)

Simplifying (15) results in
[ T2 () +21k = U(D)+2ey (DU(E) = 0 (16)

The scale size 2 of the medium is defined to be the average distance
over which the fluctuating part of the dielecrric permittivity remains

correlated. If 2>>) then
3 32
[k = @] >> | S5z U(D) | (17)
[Tat: cskii, 1971]. So V2 can be replaced by the transverse Laplacian
Vot =5z ¥ 55T {18) |

and (16) becomes the parabolic equation.

7, 20(0)+21k S U(2)+kle| (D)U(D) = 0 (19)

The strong fluctuation problem is reduced to solving the parabolic

.
L equation for a medium with €)(r) variations. These variations can

E be treated stochastically where €)(r) is a random process. However

| in an electron bubble medium, very sharp electron density gradients

» occur. As wilil be seen in the next section, these will lead to large

fluctuations in €(r). In this case €;(r) will be treated determinis-

tically.
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2.2 Determination of ¢)(v)

Recalling Equation (1)

e (2) = <e_(2)>[1+e1 (1)}

where:
e (r) is the relative dielectric permittivity at any point r
<et(z)> 1s the background relative dielectric permittivity for
a height z (the value at the edge of the bubble).
€1(x) is the varying part of the relative permittivity.
The background relative dielectris permittivity 1s given in terms of

the Lackground plasma frequency.

w, %(z)
<e (2)> = 1 - Flpee (20)
) No(z)e2
wp o2 (2) = (21)

Ng(z) 1is the background electron density for a height z.
e is the electron charge.

m is the electron mass.

€9 1s the free space dielectric permittivity.

The relative dielectric permittivity at any point r is given by

w %(x)

e (D) = 1 - Fe (22)
N(r)e?

wpz(g) " Tmg (23)

where N(r) is the electron density at any point r

N(r) = No(z)=4N(x) (24)
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ON(r)
N(r) = Ng(z) [1 - 581;54 (25)
2 2
Rewriting wp (r) in terms of wpo (z)
) No(2) , ON(r)
wP (S_) - m e [l - No(Z)] (26)
or
) AN(x)
wy (x) = Wy @[l -5 (z)] (27)
Substituting (22) and (20) into (1) gives
w_2(r) w_ %(z)
L= Py w1 - Rl (1 ey (D)) (28)

Substituting (27) and (21) into (28) and solving for «;(r) results in

w,_ 2(z) ON(r) w_ “(z)
e1(z) = 24 o) /- B (29)

So the fluctuating part of the relative dielectric permittivity is
dependent on the frequency of the wave, the background plasma fre-
quency and the fluctuations in the electron density. In an electron
bubble, the electron density fluctuations will be spiky, thus £(r)
cannot be treated as a statistically homogeneous random process. So the
statistics of'al(g) cannot be uniquely determined by its mean and auto-
correlation (or by its power spectrum). Thus a deterministic model is

used to study wave propagation in a medium of this type.
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3. The Electron Bubble

3.1 The Bubble Model

In several observation programs near the magnetic equator, scintil-
lation at Gigahertz frequencies has been related to the development of
electron bubbles. Soon after sunset, thin layers of irregularities
develop below the F layer and quickly start to rise. The irregularity
layer thickens and develops into a region of depleted electrom density.
These regions are called electren bubbles.

In-situ rocket and satellite measurements are used to provide
further information about electron bubbles. Specifically, in-situ
data measured by McClure et al. (1977) was used to develop the model
of the bubble used in this report. The data is shown in Figure 2.
Figure 2 shows electron density measurements along a satellite path
and clearly indicates irregularities and sharp electron gradients,

I will use the model developed by Wernik, (1979). Wernik in modeling
the bubble assumed a two dimensional model. Also he a‘3umed the
horizontal variations of the electron density ir. the bubbie to be that
given in Figure 2 at every height z. The background density (the den-
sity of the background ionosphere) 1is assumed to follow a parabolic

profile.

No(z) = Ny [1-(2-2,)/Ho?]G (30)

where WM is the maximum electron concentration at height ZM' and Hj
is the scale height. During the course of bubble development, its
leading edge becomes sharper while its trailing (lowe.) edge becomes

more blunt. Wernik defined two stages of development, the initial

stage and the developed stage. G is a weighting function which takes

4R
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L the different stages into account. In this thesis I will use the
:t developed stage. The weighting function G is shown in Figure 3 for
b

?5 the developed stage.

&i To calculate the electron density at a point r=(z,x) inside the

bubble, the following equation is used

AN(r)
N(r) = Ng(2) = [ =5 1 No(2) (31)
Ng(z)

where Nj(z) is given by (30) and &N(r)/Ny(z) is obtained from Figure 2.
- In order to obtain the solution to the parabolic equation, the
fluctuating part of the relative dielectric permittivity must be solved
| according to Equation (29). When f, the frequency of the wave is much
larger than the plasma frequency fp, which is always the case in this
thesis, then (29) can be simplified to

1’ 80.6(¢10™%)aN(r)
el (z) - (32)

2 where AN(r)=Ng(z)-N(r) and is in electroms/cm® and f is in MHz.

3.2 Program SHEET 1
Wernik (1979) developed a program called SHEET to model wave

propagation throngh ar 2lectron bubble. I have rewritten and revised
his program to make it run more efficiently. My program is called
SHEET 1, SHEET ! solves the wave propagation problem in the electron
bubble model described in the previous gection by obtaining solutions
for the parabolic .quation. The following analytic solution to the
parabolic equation was used by Wernik in his SHEET program and 1is used

in my SHEET 1 nvogram.
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The parabolic equation (19) was obtained in section 2.1.
. o b 2 -
o U(R)~21k 57 U() + k e1(u(x) = 0

Since the bubble model used in this report is 2 dimensional, r=(z,x) so

VTZ = 52/3x2 (33)
thus (19) reduces to ;
|
32
~2ik = U(D) + =7 U(D+Ze (DU(D) = 0 (34) |

The following subatitutions are made
t = kz b = kx (33)

Substituting (35) into (34) gives

2
%? UCt,b) + % 9 US; b + % e1(t,b)(t,b) = 0O (36)

The entire medium is partitioned into a grid as shown in Figure 4.

The step sizes in (z,X) space are P and M. These must be changed

into step sizes in (t,b) space by

TeP «k
(37)
H=M -k
To solve (36) numerically, the implicit Crank-Nicholson difference
scheme 18 used. This scheme uses the following analog to the second
derivative
)< 1 n+l n+l m+l n n n
——p ‘ - - ! -
5T L(tb) = 4 [n(uj+l ZLJ + uj‘ ) + (1-0)(Uj+l 2Uj + uj_l)] (38)
107
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and the following analog to the first derivative

) n+l n
Ty U(t,b) = (Uj - Uj)/1r (39)

where

[ &
[ |

0,1,2,..., J

n.o.l,z"li’ N

1/2

Q
| |

J is the number of steps in the b diraction (also in the x direction)
and N is the number of steps in the t direction (also in the z direction).

The term €;(t,b)U(t,b) is expressed as

Pln+1 re n
L i+ -y (40)
The f function is defined to be
£} = (a,?*l +ey D2 (41)

Substituting (41), (40), (39) and (38) into (36) gives

ir o+l . s itg .n, n+l it o+l ~iT . oon it(l-0)
proi I A A L M (T U
it n,.n i1 n

A problem occurs at the bouidaries of the bubble where the equation

depend on U} and U§+l° "“False" boundries are set up with Uj=0 and

U§+1=0.. The effect of these bounuries does not penetrate deeply into

the field.
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Equation (42) can be expressed as a matrix multiplication
+
sy . (8"-t-aMu" n=0,1,...,N (43)

so for each step in the z direction there is a matrix A" and a

matrix Bn.

g+t vl

" | : = |B"-7.A" : (44)
* : :
n+l 1]
Y1 Ys

The matrices A" and B" are tridiagonal. Only the main diagonal and

the diagonal on each side of the main diagonal have non-zero elements.

o+l o+l n+l

0 v n n
The reason for this is because (42) depends only on UJ+1' bj , Uj-l’ Uj’ Uj+1
and U?-l' The elements of the matrices &re found from (42)
n . ito n
Bj,j .l.-ﬁ'z—'l'- i'\"lfj (45)
g™ - Bn - 170 (46)
j+1,3 ~ P4,3+41 T 77 ~
n -1 1 .n
Al (=5 4+ f
LiT®mT2 (47)
n n i
A = A = 4
1,9 7 Ay T HE “®
for j=0,1,2,.000043J
Starting from (43) Un+1 is solved
B - (3R-rea™u?
v™1 . (1-a™ AR (49)
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( u™tl . gt o " (50)
Ef where
: x® - 8H7L AN (51)
or
B » A%p" (52)

Equation (52) is solved in SHEET 1 for X" using Gaussian elimination
via the Thomas algorithm [Ames (1969)]. Since 8" is tridiagonal,

Equation (52) can be written as

aajxj_1+CijJ+bbjxj+1 - dj

ccyxi4bbixs = d;

(53)
“JxJ-l*chxJ - dJ
where:
aaj, ccj and bbj are elements of matrix Bn. and
Xg = X5y =0
n n n
d, = a,U + c,U, ¢+ b,U
g h| 3 i-1 373 j il
Fl
5 dy = c¢;UT + b,U% (54)
n n
dy = a5+ CY;
: where:
; a,, ¢, and b, are elements of matrix A" and URey® _=0.
: 1% 3 R
g The Thomas Algorithm is used to solve (52). A solution is
; assumed
y xj - aj+lxj+l+8j+l (55)

Tt
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where:
aj+1 n -bbj/(aajaj+ccj)
8j+1 - (dj~aaj6j)/(aajaj+ccj)
az = =bbj/ec) B, = dp/ccy
since
X141 ™ 0
X1 % a1

X; = (dJ—anBJ)//anuJ+ch)

(56)

(57)

(58)

(59)

(60)

(51)

After the x® matrix is solved, (50) is used to obtain the solution

of the parabclic equation at the next t (or z) step.
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4.  Moments
4,1 Definition

In this thesin, pulses of three different carrier frequencies
aud two different pulse widths are propagated through an electron
bubble meédium. In order to analyze the output pulse, the method of
temporal momerits will be used, Specifically, the first four temporal
nioments will be used to giv.: a description of the output pulse envelope.

The pulse incident on the electron bubble can be described as

o

p,(x,c) = J F(w)e

; ‘i(Wt'E'Ede

(62)

~0

Where F(w) is the frequency spectrum of the pulse. Assuming propagation

parallel to the z axis, fhe pulse at a receiver at (z;,xy) is
@

-i(wt—kz)dw

po(Zpsxq,t) = { F(w)U(zgsxn,w)e (63)

where U(zy,xg,w) is the paraknlic equation solution. The output pulse
can alternately be described as
iwc(t—z/c)
Po(2psxp,t) = A(z,x,t)e (64)
A(z,x,t) 1s the envelope of the pulse and w, ig the carrier freguency.

The nth temporal moment is defined as

«©

Mn(z) - [ A*{z,x,t)tnA(z.x,t)dt (65)

-00
where:

n*0,1,2,......
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4.2 Physical S'ignificance

When n~0 Equation (65) becomes

[~ ]

Mo(z) = I IA(z,x,t)lzdt (66)

-l

Equatior (66) is just the expression for the total energy in the pulse.

When a=1l, Equation (65) becomes

Mi(z) = [ A*(z,x,t)ta(z,x,t)dt (67)

Equation (67) 1is the expression for the mean of the square of the
envelope. If M;(2z) is normalized by dividing by Mp(z), then an expres-

sion for the mean arrival time (denoted by ta) is obtained.

t, = M1(z) /Mo(2) (68)

The mean arrival time can be used to calculate the delay caused by the
electrvon bubble medium.
When moments of higher order are needed, ta is used to define the

central moment. The nth central moment is defined as

ﬁn\'z) = f A*(z,x.t)(t-ca)nA(z,x,t)dt (69)

The 2nd central nument 1is amalogous to the variance in probability

theory. When n=2, Equation (69) (after normalization) becomes

ﬁz(z) 5 M2(2)
YOI YA 70

12 {s called the mean square pulse width. 1t gives a measure of the

pulse sprecding caused by frequency dispersion in the medium.
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The thitd central moment is written as

-]

M (2) ® j A*(2,3,8) (et ) *A(2,x,0)dt (71)

-

The skewness s 1is defined by

M3(2)
e (72)
Mg (2)
or
g1d ® Hg(z)/Ho(i)»SMZ(z)tS/(Mo(z))2+2ta3 (79

The value of & i a measure of the pulse asymmetry. If a pulse is
perfectly symmetric about the medn 4frival time, the skewness will be
zero. In this thesis; if s {s tegative, more of the energy in the
pulse is concentrated in the trailing edge of the pulse rather in its

leading adge.




5. Daca

In this section, I will calculate the moments of the pulse envelope
after the pulse has been propagated through the electron bubtle medium.
Pulses of three different carrier frequencies and two different pulse
widths will be analyzed. The three carrier frequencies are 2.5 GHz,
800 MHz and 500 MHz. The two pulse widths are 6.51 nanoseconds and
12.95 nanoseconds. For each of these carrier frequencies and pulse
widths, a receiver will be placed at two positions. The first is
x=5.297 km. Note from Figure 2 that at x=5,297 km the bubble has
relatively constant electron density. The second x position is x=8.856 km.
At this x position, the bubble has a very sharp electron density fluc-
tuation.

SHEET 1 is run nine times for each carrier frequency at each x
position to obtain the parabolic equation solution across the entire
pulse bandwidth. Linear interpolations are done to obtain the ampli-
tude and phase of the parabolic equation solutions between the SHEET 1
outputs. For the 500 MHz carrier frequency, additional SHEET 1 runs
were made because the amplitude started to fluctuate greatly at the
lower end of the pulse bandwidth. Figures 5-16 show the intcrpolated
parabolic equation solutions for each carrier frequency and each x
position. These Figures are essentially the transfer function which
describes the electron bubble medium. This transfer function is de~-
pendent on frequency and on x.

Some of the input and output pulses are shown in Figures 17-23,
These Figures show the input pulse, the input pulse spectrum, the
input pulse envelope, the output pulse at x=5.297 km, the output pulse

envelope at x=5.297 km, the output pulge at x=8.856 km and the output
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pulse envelope for x=8.856 km respectively for the 6.51 nanosecond,

800 MHz pulse (one of the twelve carrier frequency and pulse width
combinations analyzed). In Figure 17 (the input pulse), the leading
edge of che pulse is in positive time and the trailing edge of the
pulse is in negative time. The pulse is centered at time zero.

Figures 22 and 23 clearly show an example of pulse distortion. In
Figure 22, the delayed mean arrival time (ta) is marked. A pulse prop-
agating through free space the same distance would be centered at t=0.
The mean arrival time is the excess delay caused by the electron bubble
medium,

The normalized moments of the output pulse envelopes are plotted
versus frequency in Figures 24~29, Figures 24-26 are for the pulse
width equal to 6.51 nanoseconds and Figures 27-29 are for the pulse
width equal to 12.95 nanoseconds. The dashed lines are the data for

x=5.297 km and the solid lines are for x=8.856 km.
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b.0 Analysis

In section 2.1 the tluctuating part of the relative dielectric

permittivity was derived as Equation (29).
(W “(z)y: ON(D)
| £ ‘ ’
Low® )] No(z)
1-(w_ (2)/w)*
P2

€1 (x) =

As the wave frequency is made larger, ¢,;(r) tends toward zero. Thus
for high frequencies the fluctuations in electron density will have
little ef%ect on a propagating wave. The wave will propagate like the
medium is free space, However, at lower frequencies, the electron
density fluctuations will have a great effect. Also the effect will
be different for every frequency across the pulse bandwidth., Thus a
low carrier frequency pulse propagating through an electron bubble
mediiom will be distorted.
Te analyze the results, the moments of the pulse envelope must
be relaced to {ts frequency spectrum., The moment theorem [Papoulis,
£1902)], relates the derivatives of F(w) at the origin to the moments
of the time fynction. In this problem, a carrier frequency shifts
the frequency spectrum of the envelope to the carrier frequency so
the moments of the envelope will be related to the derivatives of its
frequency spectrum at the carrier frequency., In addition to the
shifting, the frequency spectrum is also multiplied by a factor of 1/2.
The moment theorem which relates the derivatives of the frequency
spectrum to the moments of the pulse envelope is

24" (w )
()™ - —
n n ’A'-(uc

d.

[

(74)




—~ Ty

The frequency spectrum of the envelope is written in terms of & magni-

tude part and a phase part.
F(w) = H(w)el®® (75)

Since the pulse pg(t) is real, H(w) is even and 4(w) 1s odd. H(.)

and ?(w) are expanded in a Taylor series about the carrier frequency

W,
c
hz(u-wc)z
H(w) = 1 + 57 + ... (76)
b
d(w) = bl(w-wc) + 3% (m-wc)3+ cee (77)
where

-

d&
h2 dw H(w) |Lu’(u

deo (w)

dw Im-w
c

by =

d3¢(w)

by = “EZF‘i“‘ “e

Using the series representation for the exponential

‘ ibs by~ ib,? '
e+i®(w) - l+b1(w-wc) + £V (w-wc)3 - (w-mc)‘ -3 (w'mc); (785
therefore
hn R ib, by~
F(w) = [1 + 57 (w-wc) 4+ ,..] [1+ib (u-wc) + T (w..,uc) L 3T ('“’-".C) .
ib,’ .
- —3_""‘(u»—'1.c) -/+ e ] { 79)

or




~ T

M 7~ S

e

e ——— —

F(o) = 1#ib (wmw ) + =57 (w=w ) ® = =3, (b1 =3hpby=-b3) (w=w )+ ...

(80)

The pulse is written as an envelope function multiplied by a comples

sinusoid
+iwct
pol(t) = A(t) e (81)
30 w
-i(w-wc)t
Flw) = I A(t)e dt (82)

Using the series represeutation for the exponential gives

w n
( - ® -i(u-mc)t) y
F(u) = 1 Alt) I 5 - | dt (83)
) Ln-o n. d
integrating (83) termwise gives
® (1) Nwew )"
F(u) =7 M (84)
n=0 n!
and substituting (74) Into (84) results in
n
oo n (w=w )
Fo) = § 2R < (85)
n=0 duw n.

Assuming Mg=l and equating the terms of (84) and (80) results in

dé (w) iu-wc
by = -M; = ———C (36)
dw
d%H(w) o
h; = M1“|°M~~ o (87)
du~
M- o® =(by =3b homby) €38)

and dutining




At San—talh . A

¥ FE T
L]

.

S s

vt J tA(t)dt (89)
o2 )f (t-tm)zA(t)dt (20)
5 = [ (':»tm)3A(t)dt (91)

gives

-d¢(u)lw-wc

:m - du (82)

, -dZH(w)lw-uc
e = me (93)

d3¢(w)|w-wc

d = -——-;————-———dw (94)

Thus the delay is related to the slope of the phase function at the
carrier frequency and the pulse spreading is related to the curvature

of the amplitude function at the carrier frequency. The skewness is
related to the 3rd derivative of the phase function. Note that the
delay, pulsewidth and sk:v..uss defined above are slightly different

than the quantities defined in Section 4. The definitions above are
related to the envelope while the definitions in Section 4 are related
to the square of the envelope (since the pulses are real). In the

next several paragraphs, the above derivations will be used to qualita-
tively explain the output pulses due to several different transfer func-
tions. The delay, pulsewidth and skewness of the square of the envelope

are directly related to the delay, pulsewidth and wkewness of the cnvelope

itself.
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A

According to Equation (29), one would expect pulse distortion to
become greater when the carrier frequency 1s decreased. Thus the pulse
width and the skewness should become greater when the carrier frequency
is decreased. That is exsctly what is observed in Figures 25, 26, 28,
and 29 when the receiver is placed at x=5.297 km. But when the re-
ceiver is placed at x=8.856 km, something different is observed. From
2.5 GHz to 800 MHz the expected distortion versus frequency occurs, But
at 500 MHz the distortion becomes less. By studying Figures 12 and 16
one can see why the distortion is less at the lower frequency. 1In
Figure 12, the 800 Mhz phase transfer function, there is a non-~iinearity
near the center of the bandwidth. In Figure 16, the 500 MHz phase
transfer function, the phase is nearly linear near the center of the
pulse bandwidth. According to Equation (92), non-linear phase causes
pulse distortion because delsy is dependent on the derivative of the

phase function. Delay as & function of frequerncy (D(f) 1is written as

D(f) = =S2L) (95)

df

If the phase is non-linear, some of the frequency components in the
pulse are delayed different amcunts of time than other components.
Thus the pulse is distorted, So one reason the 800 MHz pulse is di--
torted more than the 500 MHz pulse is because the phase 1s more non-
linear near the center of the 800 MHz phase transfer function.

Figures 11 and 15 can be used to explain why the pulsewidth
decreases at 500 MHz for x=8.856 km. When the amnlirude spectrum
of the input pulse 13 multiplied by the transfer function of Figure 1l
a large amount of negative curvature at the carrier frequency results.

However when the amplitude spectrum of the input pulse is multiplied
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by the transfer function of Figure 15, less negative curvatuvre at

the carrier frequency results because in Figure 15 there is a large
amount of positive curvature which tends to cancel some of the negative
curvature of the input gpecrrum. According to Equation (93), the
pulsewidth 1is related to the negative curvature of the amplitude
function at the carrier frequency. Thus the output pulse due to the
transfer function of Figure 1l will be spread in time more than the
output pulse due to the transfer function of Figure 15.

Figure 12 can alsc be used to justify the large skewness value
at x=8,856 km.for the 800 MHz carrier frequency. Since skewness is
related to the 3rd derivative of the phase function according to
Equation (94), the transfer function of Figure 12 would give rise
to a large skewness value because of the non-linearities in the phase
near the center of the bandwidth.

At first the above results might be considered disturbing because
Equation (29) predicts that the pulse distortion should rise as the
carrier frequency is decreased. However, more analysis could eusily
rationalize the results. If a receiver was placed at every x point
below the bubble and it a pulse was applied at every x point above
the bubble, on tne average the expected pulse distortion would occur.

In the real ionosphere, the electron bubble weculd be moviry
ra2lative to the line of propagation. If a pulse train wus transmitted,
the delay, pulsewidth and the skewness of each successive pulse would
vary. But or the average, the delay, pulsewidth and skewnrss would
rise if the carrier frequency of the pulse train was decreased.

In order to use this computer model to study this propagatlon

problem in greater detail, a receiver would have to be placed at

every x position, To do that would require a very large computer budget.
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Appendix A

The software procedure used to obtain the moments for a pulse
envelope is shown below. Each of the programs is explained and listed

in this appendix.

i. Program SHEET 1
This program numerically solves the parabolic equation for a

wave propagating through the model electron bubble. Program SHEET 1

is explained fully in section 3.2.

2. Prvogram Pulse

This program computes the fraquency spectrum of the incident
pulse from the time function. The frequency gpectrum 1s computed
uging the Discrete Fouriaer Transform via a standard decimation in
time FFT routine.

The pulse time function is set up in an array. The frequency
spectrum is computed using the DFT.

N-1 -1 ( %1 )mn

F,(mo) = ) p, (aT)e '
1 a0 i

where

N = 8192

Pi(nT) » the pulee time function

m=0,1,2,...N~1

T = sampling rate
The frequency spectrum is computed for N values in the range mp=(0,2n)
radians. To obtain the actual frequency scale, the following relation-

ship is used

wT » p
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So

Fi(mo) = Fi(mwT)

In this thesgis, I will adjust T each time the carrier frequency is
@ changed so thac the 1024th point of the frequency spectrum array cor-
b

responds to the carrier frequency.

3. Program INTER

3

‘ This program interpolates between the nine SHEET 1 solutions to
obtain a parabolic equation solution corresponding to each of the
points in the frequency spectrum computed by program PULSE. Two linear

! interpolations are done, one for the amplitude and one for the piiase.

4, Program MULT
This program multiplies the interpolated parabolic equation solu-~

tions and the input pulse frequency spectrum to obtainm the output

pulse frequency spectrum.

5. Program IFFT

Program IFFT calculates the output pulse time function from the

frequency spectrum using the inverse Discrete Fourier Transform via

( a standard decimation in time FFT routine. The inverse DFT is given
;' 1 N-1 ‘i(gl)mn
' po(nT) = N L Fg(mo)e
"¢ m=0
: where:
N = 8192
¥ n=0,1,2,....N-1

Fg(mo) = output pulse frequency spectrum
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Ppo(nT) = output pulse time function

T = gsampling rate .

6. Program ENVEL ‘

Prcgram ENVEL finds the envelope of the output pulse and then j

calculates the first four moments. !
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PROGRAM SHEETI (INPUT,OUTPUT, ELFL, RESULT, PASS,DA2,
+TAPE1l=RESULT, TAPE2=ELFL, TAPE3=DA2, TAPES=PASS,
+TAPE6=0UTPUT)
el L N Y S R 22 s Rs
C
C...TEIS PROGRAM SOLVES THE PARABOLIC EQUATION NUMERICALLY
C...FOR A WAVE PROPAGATING IN THE IRREGULAR IONOSPHERE
C...OR IN FREE SPACE.
C

c********************************ﬁ*ﬁ*i*********ﬁ********************

C*******************************ﬁ***********************************

C
C...THE 4 INPUT/OUTPUT FILES PREFORM THE FOLLOWING FUNCTIONS:

(1) DA2 CONTAINS INPUT PARAMETERS
K,N,TAU,H,SIGM, FREQ,KSKIP,
XM,KK,KL,AL,BET, 20,200, EMAX, EZ, ZMAX.

(2) ELFL CONTAINS INFORMATION ABOUT THE HORIZONTAL
ELECTRON DENSITY STRUCTURE.

(3) RESUL'Y CONTAINS THE SOLUTIONS TO THE PARABOLIC
EQUATION AT EACH HEIGHT Z AND EACH X STEP.

(4) PASS IS THE RENAMED FILE RESULT. PASS IS USED
IF FURTHER COMPUTATICNS ARE TO BE DONE IN FREE
SPACE BELOW THE BUBBLE.

QOO0 00000

C**********************************ﬁ********************************
C**********************************************************k********

C
C...THE 4 SUBROUTINES PREFORM THE FOLLOWING FUNCTIONS

(1) UO SETS THE INTIAL VALUES ON THE WAVE AT 2=0.

(2) FLUCT CALCULATES THE FLUCTUATING PART OF THE
DIELECTRIC PERMITTIVITY AND CALCULATES THE F
FUNCTION.

(3) DCALC CALCULATES THE MATRIX EQUATION D=A*U.

(4) THOMAS SOLVES THE MATRIX EQUATION B*X=D USING
GAUSSIAN ELIMINATION VIA THE THOMAS ALGORITHM.

ode e e g Je de o Je ole ve de de de e v e o o e de e e e o e e o e e e de o e st T Y e ol o ok e o e ol o ke ol e e ok o e e ok e e v e e e e o o e b

...THE INPUT PARAMETERS IN DA2 ARE:

(1) K THE NUMBER OF STEPS IN THE X DIRECTION.

(2) N THE NUMEBER OF STEPS IN TFE Z DIRECTION.

(3) H THE STEP SIZE IN THE X DIRECTION IN METERS.

(4) TAU THE STEP SIZE IN THE Z DIRECTION IN
METERS.

(5) SIGM A FACTOR USED IN THE NUMERICAL PARABOLIC
EQUATION SOLUTION. (SEE REPORT)

(6) FREQ THE WAVE FREQUENCY IN MHZ.

(7) KSKIP THE NUMBER OF STEPS IN THE Z DIRECTION

OO0 OO00OO00NONOONOC0ONON
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RECORDED ON FILE PASS. IF KSKIP IS NOT EQUAL
TO ZERO THEN PASS IS AUTOMATICALLY READ AND
ELFL IS NOT READ.

(8) 2M OWLY EVERY ZM STEP IN THE Z DIRECTION IS
RECORDED ON FILE RESULT.

(9) KK ONLY EVERY KK STEP IN THE X DIRECTION IS
RECORDED ON FILE RESULT.

(10) KL THE NUMBER OF STEPS IN THE Z DIRECTION
COMPUTED IN ALL PREVIOUS RUNS.

(11) AL A FACTOR USED IN THE WEIGHTING FUNCTION.

(12) BET A FACTOR USED IN THE WEIGHTING FUNCTION.

(13) 20 A FACTOR USED IN THE WEIGHTING FUNCTION.

(14) 200 A FACTOR USED IN THE WEIGHTING FUNCTION.

(15) EMAX A FACTOR USED TO COMPUTE THE PARABOLIC
PROFILE. THE ELECTRON DENSITY IN
ELECTRONS/CM**3 AT ZMAX.

(16) EZ THE ELECTRON DENSITY IN ELECTRONS/CM**3
AT 7=0.

(17) ZMAX THE HEIGHT OF THE MAXIMUM ELECTRON
DENSITY IN THE PARABOLIC PROFILE.

QOO0 000a00O00O0N0000

o R L T T
A T Ly s 2 L
COMMON/AAA/ELX (800)
COMMON/BBB/FREQ, H,N, TAU, PI,XKI
COMMON/CCC/AL,BET, EMAX,EZ, ZMAX, 20,200
COMPLEX AK(800) ,CK(80v),U(800),CCK(800),D(800)
+,X(800) ,AAK (800)
DIMENSION F(800) ,AMP(800),PH(800),TEMP(2,800)

INTEGER ZM
C
C...READ THE INPUT PARAMETER FROM FILE DA2.
C
READ(3,100)K,N,TAU,H,SIGM,FREQ,KSKIP
READ(3,125) ZM,KK,KL
READ(3,150)AL,BET, 20,200, EMAX,EZ, ZMAX
C

C...NORMALIZE THE STEP SIZE TO THE WAVE NUMBER AND SET THE
C...VALUE FOR PI. THIS IS5 EQUATION (35).

C
PI=%1.0*ATAN(1.)
XKI=300./(2*PI*FREQ)
TAU=TAU/XKI
H=H/XKI

c

C...IF KSKIP IS NOT EQUAL TO ZERO THEN THE COMPUTATIONS WILL
C...BE DONE OUTSIDE THE IRREQULAR MEDIUM. THE FILE ELFL
C...DOES NOT NEED TO BE READ AND THE INITIAL VALUES FOR
C...THE U MATRIX ARE OBTAINED FROM THE PREVIOQUS
C...COMPUTATIONS IN FILE PASS.
C

IF(KSKIP.NE.Q)GU TC iS5

15




C

C...READ THE FILE ELFL WHICH CONTAINS THE ELECTRON DENSITY

C...INFORMATION OF FIGURE 2. THTS INFORMATION IS STORED
C...IN ELX.

o
READ(2,175) (ELX(I),I=l,K)
o
C...IF FILE PASS HAL NO VALUES STORED IN IT, THE COMPUTATIONS

C...START AT Z=0 AND THE PARAMETERS ARE OUTPUT TO
C...FILE RESULT.

c
KL=N
T=TAU*XKI
H1=H*XKI
WRITE(1,200)X,N,T,Hl,SIGM,FREQ,KL,KSKIP N
WRITE(1,225) KK,ZM

o

C...THE U MATRIX IS THE COMPLEX AMPLITUDE OF THE WAVE.

C...SUBROUTINE UO IS CALLED TO SET THE INITIAL CONDITIONS
C...0OF U.

C
CALL UO(U,K)
GO TO 1l

C

C...THIS IS THE BRANCH POINT IF KSKIP IS NOT EQUAL TO ZERO
C...AND” THE FILE PASS NEEDS TO BE READ. IN THIS CASE THE
C...INTIAL VALUES OF U ARE OBTAINED FROM PREVIQUS
C...COMPUTATIONS STORED IN FILE PASS.
C
15 READ(5,250) K,N,TAU,H,SIGM,FREQ,KL,KSKIP
READ(5,275) KK,ZM
DO 16 L=1,KSKIP
READ(5,300) (TEMP(1,I),TEMP(2,I),AMP(I),PH(I),I=1,K)
16 CONTINUE

Do 17 1=1,K
U(I)=CMPLX(TEMP(1l,I),TEMP(2,I))
17 CONTINUE
11 CONTINUE

C

C...THE NUMERICAL SOLUTION TO THE PARABOLIC EQUATION BEGINS.
c
C...THE TWO MATRICES OF EQUATION (43) A AND B ARE STORED IN
C...THREE ARRAYS EACH. FOR A, THE THREE ARRAYS ARE AK,CK,BK.
C...AR AND BK STORE THE OFF DIAGONAL ELEMENTS OF A

C...AND CK STORES THE DIAGONAL ELEMENTS OF A. SIMILARILY,
C...AAK, BBK, CCK STORE THE ELEMENTS OF MATRIX B.

C...SINCE THIS PROBLEM HAS SPECIAL SYMMETRY AK=BK AND

.. .AAK=BBK SO THESE ARRAYS ARE NOT STORED TWICE.

<

...THE AK AND AAK MATRICES ARE SET UP ACCORDING TO EQUATIONS
... (45-48).

1o XeRR A




DO 1 I=1,K
R=0.0
AI=(Q,5/(H*H)
AK'T) =CMPLX (R, AI)
R=0.0
AI=(.5/(H*H)) *TAU*SIGM
AAK (I) =CMPLX(R,AI)
1 CONTINUE
c
C...NOW THE MAIN LOOP BEGINS. FIRST THE DIAGONALS OF THE
C...A AND B MATRICES ARE SET UP. BY EQUATIONS (45-48)
C...IT CAN BE SEEN THAT THESE VALUES DEPEND ON THE ELECTRON
C...DENSITY PLUCTUATIONS. IF THE COMPUTATIONS ARE TO BE
C...DONE IN FREE SPACE THERE ARE NO ELECTRON DENSITY
C...FLUCTUATIONS SO TH® F. FUNCTION IS SET TO ZERO.
C
DO 2 J=1,N
DO 3 I=],K
F(I)=0.0
3 CONTINUE
IF(KSKIP.NE.0Q) GOTO 5
CALL PLUCT(F,J,K)
5 DO 6 I=],K
R=0.0
AI==1,0/(H*H)+F(I)/2
CK(I)=CMPLX (R,AlI)
R-l.o
Als~ (TAU*SIGM) /(H*H) +F(I) *SIGM*TAU/2
CCK(I)=CMPLX (R,AI)
6 CONTINUE
C

C...NEXT THE ZRODUCT OF TWO MATRICES D=A*U IS CALCULATED IN
C...DCALC.
c
CALL DCALC (AK,AK,CK,U,D,K)
C
C...NOW THE SYSTEM OF EQUATIONS IS SOLVED VIA THE THOMAS
C...ALGORITHM. X=(B INVERSE) *A*U. THIS IS EQUATION (51).
C
CALL THOMAS (AAK, AAK,CCK,X,D,K)
c

C...FINALLY THE EQUATION U(N+l)=U(N)-X*TAU IS CALCULATED.
C...EQUATION (49).

C
DO 4 I=],K
R=REAL(U(I))~-TAU*REAL(X(I))
AI=AIMAG(U(I))-TAU*AIMAG(X(I))
U(I)=CMPLX(R,AI)
4 CONTINUE
C

C...THE MAGNITUDE AND PHASE OF THE COMPLEX AMPLITUDE IS
C...CALCULATED.
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Do 7 I'l,K

AMP (T) =SQRT (REAL(U(I)) **2+AIMAG(U(I)) **2)

PH(I)=ATAN2 (AIMAG(U(I)),REAL(U(I)))

IF(PH(I).LT.0.0) PH(I)=PH(I)+2*PI

PH(I)=PH(I)/PI

7 CONTINUE

o

C...WRITE THE REAL PART, THE IMAGINARY PART, THE AMPLITUDE

C...AND THE PHASE TO FILE RESULT. ONLY EVERY ZM TH STEP

C...IN THE Z DIRECTION AND EVERY KK TH STEP IN THE X ,

C...DIRECTION IS OUTPUT.

C !
I=(J/2ZM) *ZIM |
IF(I.NE.J) GOTO 2

WRITE(1,300) (REAL(U(I)),AIMAG(U(I)),AMP(I) "

+ ,PH(I),I=l,K,KK) ;

2 CONTINUE :
ENDFILE 1 !

100 FORMAT(I4,1¥%,I4,4(1X,F12.6),1X,16) 1

125 FORMAT(I4,14,16)

150 FORMAT(7El0.2) |

175 FORMAT(10PF8.2)

200 FORMAT(2HK=,I4,2X,2HN=,I5,2X,4HTAU=,F11.4,2X i
+,ZHH-pFll-4,2x,5HSIGM-,F5.4,ZX,SHFREQ',FB.Z,ZX !
+,3HKL=,I5,2X,6HKSKIP=,I5) i

225 FORMAT (3HKK=,I4,3HZMs=,I4) |

250 FORMAT(2X,I4,4%,15,6X,Fl1.4,4X,P11.4,7X,F6.4,7X,F8.2, '
+5%,15,8X%,15)

275 FORMAT(3X,I4,3X,I4)

300 FORMAT(2(2X,4E16.10))

400 FORMAT(1X,IS)

STOP
END
g***t*************ti*t***t*i*tt**t*t******ﬁ**tt*t*#****iii*tts‘eit*ﬁ

C
SUBROUTINE UO(U,L) |

o

C...THIS SUBROUTINE SETS THE INITIAL VALUES TO THE MATRIX U

o
COMPLEX U(L)

DC 1 I=1,L

U(J) =CMPLX(1.0.6.0)
1 CONLSINUE

RETURN

END
g****i**i***i*i*t*tﬁt**t**ii*tt-ﬁitt*ﬁtt**ttt*t*ttttttitiittiﬁﬁt'iﬁ

C
SUBROUTINE FLUCT(F,J,K)

o
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C...THIS SUBROUTINE CALCULATES THE FLUCTUATING PART OF THE
C...DIELECTRIC PERMITTIVITY AND THE F FUNCTION FOR THE BUBBLE
C...MODEL. THE VERTICAL VARIATIONS ARE DETERMINED BY THE
C...PARABOLIC PROFILE MULTIPLIED BY THE WEIGHTING FUNCTION
C...G. THE HORIZONTAL VARIATIONS ARE DETERMINED BY THE FILE
C...ELFL (STORED IN ARRAY ELX).

COMMON/AAA/ELX (800)

COMMON/BBB/FREQ, H,N, TAU, PI, XKI

COMMON/CCC/AL,BET,EMAX,EZ, ZMAX, 20,200

DIMENSION F(600) ,DPZ(600),DP21(600)

Z=TAUY (J~-1) *XKI

Z1=TAU*J*XKI
C
C...CALCULATE THE WEIGHTING PUNCTION FOR Z AND Zl. (G AND Gl)
c

IF(Z.LE.Z20) GOTO 1

IF(Z.GT.200) GOTO 2

G=1.,0

Gl=1.0

GO T0 3

1 ARG=( (2-20) /AL) **2

ARGl=((21-20) /AL) **2

IF(ARG.GT.200.0) GOTO 4

IF(ARG1.GT.200.0) GOTO 4

G=EXP (-ARG)

Gl=EXP (-ARGl)

GOTO 3

2 ARG=((Z~200) /BET) **2

ARGl=((21-200) /BET) **2

IF(ARG.GT.200.0) GOTO 4

IF(ARG1.GT.200.0) GOTC 4

G=EXP (-ARG)
Gl=EXP(-ARGl)
GOTO 3
4 G=0.0
Gi=0.0
c
C...THE SCALE HEIGHT HH IS CALCULATED.
c
3 HH=110.0E+03
C

C...'lHE ELECTRON DENSITY AT THE EDGE OF THE BUBBLE IS
C...CALCULATED FOR HEIGHTS Z AND Zl.

C
E=EMAX* (1.0~ ((2-2MAX) /HH) **2) *G
E1=EMAX* (1.0-((Z1-ZMAX) /HH) **2) *Gl
FACT=1,0
FACT1=1.0
LF(E.LE.0.0) FACT=0.0
IF(E1.LE.0.9) FACT1=0.0

C

C...THE SQUARE OF THE PLASMA FREQUENCY AND THE FACTOR
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C...(WP/W)**2 ARE CALCULATED FOR THE BUBBLE EDGE AT
C...HEIGHTS Z AND Zl.
C
FP=80.6E-6*E/(FREQ**2)
FP1=80,.6E-6*El/(FREQ**2)
C
C...THE FLUCTUATING PART OF THE DIELECTRIC PERMITTIVITY
C...AND THE F FUNCTION IS CALCULATED FOR EACH X STEP AT
C...HEIGHT Zl. EQUATION (32).
C
DO 6 I=],K
DPZ(I) sFACT*FP*(ELX(I)/ELX(K)=1.0)
DPZ1(I)=FACTL*FPLl* (ELX(I)/ELX(K)~=1.0)
F(I)=(DPZ(I)+DPZ1(I))/2.0
6 CONTINUE
RETURN
END
C
LR R L R R R R R e ey
C »
SUBROUTINE DCALC (AK,BK,CK,U,D,K)
C
C...THIS SUBROUTINE CALCULATES THE PRODUCT D=A*U. EQUATION
C...(54). NOTE THAT AKR=BK 1IN THIS PROBLEM.
C
COMPLEX AK (K),BK(K),CK(X),U(K),D(K)
M=K-1
DO 1 I=2,M
D(I)=AK(I)*U(I~1)+CK(I)*U(I)+BK(I)*U(I+1l)
1 CONTINUE
D(1)=CK(1)*U(1l)+BK (1) *U(2)
D (K) =AK (K) *U (K~1) +CK (K) *U (K)
RETURN
END
C
R R Y
c
SUBROUTINE THOMAS(A,B,C,X,D,K)
COMPLEX A(600),B(600),C(600),X(600),D(600)
+,ALF(600) ,BT(600)
C
C...THIS SUBROUTINE SOLVES THE MATRIX EQUATION BX=AU
C...(WHICH IS THE SAME AS BX=D) FOR X.
c
. .CONSIDER THE SYSTEM:

C

C

C (1) A(I)*X(I=-1)+C(I)*X(I)+B(I)*X(I+1)=D(I)
c (2) X(1)==B(1l)/C(1l)*X(2)+D(1)/C(1)

C (3) X(K)=-A(K)/C(K)*X(K=-1)+D(K) /C(K)

C
C
C

. .BECAUSE X (0)=0 AND X (K+1l) =0
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C...ASSUME THE SOLUTION:

o] X(I)®ALF(I)*X(I+1)+BT(I+1)

o

C...WHERE:

o (4) ALF(2)==B(l)/C(}) SEE EQ. (2) ABOVE
o (5) BT(2)=D(1l)/C(1) SEE EQ. (2) ABOVE
o (6) ALF(I+l)=~B(I)/(A(I)*ALF(1)}+C(I))

c (7 BT(I+1)-(D<I)-A(I)*BT(I))/(A(I)*ALF(I)+C(I))
o

C...NOTE THAT A=B IN THIS PROBLEM BECAUSE OF SYMMETRY.

o

ALF(2)=~B(1l)/C(1)
BT(2)=D(1l) /C(1)
M=R~1
DO 1 I=2,M
ALF(I+1)==B(I)/(A(I)*ALF(I)+C(1))
BT(I+1)=(D(I)=A(I)*BT(I))/(A(I)*ALF(I)+C(I))
1 CCNTINUVE
X (K) = (D (K) ~A(K) *BT(K) ) / (A (K) *ALF (K) +C (K} )
DO 2 I=l M
JuM=TI+1
X(J)=ALF (J+1) *X (J+1) +BT(J+1)
2 CONTINUE
RETURN
END
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PROGRAM PULSE (INPUT,OUTPUT, ISPECT, TAPE20=ISPECT, IFREQ,
+TAPE30=IFREQ)
C...THIS PROGRAM WILL CALCULATE AND PLOT THE FFT OF A PULSE

C...THE PARAMETERS OF THE PULSE THAT CAN BE
C...CHOOSEN ARE:

c 1) FREQ, THE CAPRIER FREQUENCY IN GHZ.

c 2) TAU, THE PULSE DURATION IN NANOSEC.

c 3) A, THE AMPLITUDE OF THE PULSES IN
VOLTS.

C...THE PULSE TIME FUNCTION IS ALSO PLOTTED.

C...THE MAX FREQUENCY COMPONENT SHOULD BE LESS THAN 60 GH2
C...TO AVOID ALIASING.

c
DIMENSION DATA(8200),XT(8200)
COMPLEX C(8200)
INTEGER PERIOD, TAU

c

C...SET UP THE PARAMETERS OF THE PULSE.

C
READ(30,125) FRFQ,TAD
A=1.0

C

C...INITIALIZE TYE ARRAYS, DATA (WHERE THE TIME FUNCTION AND
C...LATER THE FREQ SPECTRUM IS STORED). C THE COMPLEX REP.
C...OF DATA. AND, XT AN ARRAY USED TO PLOT AGAINST.

C
DO 1 I=1,8200
C(I)=CMPLX(0.00,0.00)
DATA(I)=0.0
XA=]
XT(I)=(XA/(FREQ*8.0)-4096.0/(FREQ*8.0))
1 CONTINUE
C
C...NOW THE PULSE IS COMPUTED AND STORED IN DATA AND C.
C
TAUL=TAU* (8 *FREQ)
J=(4096-TAUL/2)
L= (4096+TAU1/2)
DO 3 Jl=J,L
X=(J1-J)*(3.14) /4.0
DATA(J1) sA*COS (X)
3 CONTINUE
c

C...THE PULSE IS MULTIPLIED BY A GAUSSIAN FUNCTION SO THAT IT

C...DOESN“T BEGIN AND END ABRUPTLY.
C

IM=0
V=SQRT ({ (TAU/2)**2) /(2%4.61))
DO 8 I=J,L
K= ((XT(I)~IM) *%2) /(2% (V**2);
DATA(I)=DATA(I)*EXP (-X)
8 CONTINUE

157




DO 10 I=1,8192
Y1=DATA(I)
Y2=0.0
C(I)=CMPLX(Y1l,Y2)
10 CONTINUE
c
C...FIND THE POWER IN THE TIME DOMAIN EXPRESSION OF THE
C...PULSE.
C
PT=0.0
DO 15 I=J,L
PT=DATA(I) **2+PT
15 CONTINUE
c
C...PLOT THE TIME FUNCTION.
C
X1=TAU/2+30
CALL USTART
CALL UERASE
CALL URESET
CALL UDAREA(0.00,7.49,0.00,5.71)
CALL USET("XBOTH")
CALL USET("YBOTH")
CALL UPSET("XLABEL","TIME IN NANOSEC.;")
CALL UPSET(“YLABEL", "AMPLITUDE;")
CALL USET(“OWNSCALE")
CALL UWINDO(-X1l,X1,-1.0,1.0)
CALL UPLOTIL (X7T,DATA,8192.0)
CALL UPAUSE
C
C...NOW THE FFT SUBROUTINE IS CALLED, TFE FREQ SPECTRUM WILL
C...BE RETURNED IN ARRAY C.

o
9  NN=13
CALL FFT(C,NN, .TRUE.)
o
C...NEXT THE FREQUENCY SPECTRUM IS PLOTTED.
c
X1=FREQ/1024
DO 4 I=1,4097
DATA (I)=SQRT( (REAL(C(I))**2)+(AIMAG(C(I))**2))
XT(I)=s(I-1)*X1
4 CONTINUE
o

C...FIND THE POWER IN THE FREQUENCY DOMAIN EXPRESSION OF THE

C...PULSE AND ADJUST THE FREQUENCY SPECTRUM SO THAT
C...PARSEVAL“S THEOREM HOLDS.
c

PF=0.0
DO 14 1I=1,4096
DATA(I)=DATA(I)/1500.0
PF=DATA(I) **2+PF
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DO 10 I=l,8192
Y1=DATA(I)
Y2=0.0
C(I)=CMPLX (Y1, ¥2)
10 CONTINUE
c
C...FIND THE POWER IN THE TIME DOMAIN EXPRESSION OF THE
c. L] .PULSE'
c
PT=0.0
DO 15 I=J,L
PTwDATA (I) **2+PT
15 CONTINUE
c
C...PLOT THE TIME FUNCTION.
c
X1=TAU/2+30
CALL USTART
CALL UERASE
CALL URESET
CALL UDAREA(0.00,7.49,0.00,5.71}
CALL USET("XBOTH")
CALL USET("YBOTH")
CALL UPSET("XLABEL","TIME IN NANOSEC.:")
CALL UPSET("YLABEL","AMPLITUDE;")
CALL USET("OWNSCALE")
CALL UWINDO(-X1,Xl,-1.0,1.0)
CALL UPLOTL (XT,DATA,8192,0)
CALL UPAUSE
c
C...NOW THE FFT SUBROUTINE IS CALLED, THE FREQ SPECTRUM WILL
C...BE RETURNED IN ARRAY C.

c
9 NN=13
CALL FFT(C,NN,.TRUE.)
o
C...NEXT THE FREQUENCY SPECTRUM IS PLOTTED.
C
X1=FREQ/1024
DO 4 I=1,4097
DATA(I)=SQRT{ (REAL(C(T))**2)+(AIMAG(C(I))**2))
XT(I)=(I-1)*X1l
4 CONTINUE
C

C...FIND THE POWER IN THE FREQUENCY DOMAIN EXPRESSION OF THE

C...PULSE AND ADJUST THE FREQUENCY SPECTRUM SO THAT
C...PARSEVAL’S THEOREM HOLDS.

~
-

PF=0.0
DO 14 1=1,4096
DATA(I)=DATA(I)/1500.0
PF=DATA(I) **2+PF
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14 CONT INUE
XF=SQRT (PT/PF)
XF=XF/2.5066
DO 13 I=1,4096
DATA (I) =DATA(I) *X&
13 CONTINUE
X1=FREQ=-.5
X2sFREQ+.5
CALL USTART
CALL UERASE
CALL URESET
CALL UDAREA(0.00,7.49,0.00,5.71)
CALL USET("XBOTH")
CALL UPSET (“XLABEL","FREQUENCY IN GHZ;")
CALL USET("YBOTH")
CALL UPSET("YILABEL", "AMPLITUDE;")
CALL USET("OWNSCALE")
CALL UWINDO(X1,X2,0.0,2.0)
CALL UPLOTL (XT,DATA,4096.0)
CALL UPAUSE
o
C...PLOT THE PHASE SPECTRUM,
C
DO 6 I=1,4096
DATA(I) 0.0
Y1=AIMAG\C(I))
Y2=REAL(C (1))
YnYl**24y2%#2
IF(Y.EQ.N) GOTO 6
DATA (I) =ATANZ (Y1,¥2)
6 CONTINUE
CALL UERASE
CALL UDAREA(0.00,7.49,0.00,5.71)
CALL UPSET("YLABEL", "PHASE IN RADS;:")
CALL UWINDO(X1,X2,~4.0,4.0)
CALL UPLOT1 (XT,DATA, 4096.0)
CALL UPAUSE
C
C...PRINT REAL AND IMAGINARY PARTS OF THE PREQUENCY
C...SPECTRUM IN FILE ISPECT.
(o
PRINT(20,100) (XT(X),REAL(C(I)),AIMAG(C(I)),I=1,4097)
100 FORMAT(1X,2(F7.4,1X,Fl4.7,1X,F14.7,3X))
125 FORMAT(1lX,F8.4,1X%,14)
END
SUBROUTINE FFT(X,M, FORWAR)
C**tt*i**t*****t***ﬁ**i*it**ttﬁ**iﬁ#*ﬁ*****t****ﬁ*iti***ﬂit#*t

o FAST FOURIER TRANSFORM VERSION 0.1 30 JuLy 1980

XIS AR AXER AR AR CEESXY XS EAR SRR SR RS ZSAARARS X 2 2R
c

c

C...STANDARD FAST FOURIZR TRANSFORM. X IS BOTH THE INPUT
C...AND THE OUTPUT ARRAY CONTAINING 2**VM COMPLEX DATA POINTS.
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C...FORWAR=,TRUE. DOES FORWARD TRANSFORM,
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C...DOES INVERSE TRANSFORM.

C

C****t*****‘k*'ﬁ*****#t***ﬁ***t*****ﬁti****i*****tﬁ********i****

C

LOGICAL FORWAR
COMPLEX X,U,W,T
DIMENSION X (8200)
N=2#*+*M

C...BIT REVERSAL SECTION

C

10
20

30
40
o)

NV2=N/2
NM1=N-1
J=l

DO 40 I=1,NMl

IF (I.GE.J) GO TO 10
T=X (J)

X(J) =X (I)

X(I)=T

K=NV2

IF (K.GE.J) GO TO 30
JsJ=K

K=K/2

GO TO 20

JuJ+K

CONTINUE

C...MULTIPLICATION SECTION

¢

50

60
TJ

PIE=-3.141592653589

IF

(.NOT. FORWAR) PIE=-PIE
pO 70 L=l ,M
LEm2% %],
LEl1=LE/2
ANGLE=PIE/FLOAT(LEl)
U=(1.0,0.0)
W=aCMPLX (COS (ANGLE) , SIN(ANGLE) )
DO 60 J=1,LEl
po 50 I=J,N,LE
IP=I+LEl
T=X (IP) *U
X(IP)=X(I)~T
X(I)=X(I)+T
CONTINUE
U=U*y
CONTINUE
CONTINUE

FORWAR=,FALSE.

C

C...SCALING SECTION -~ INVERSE TRANSFORM ONLY
C

IF (FORWAR) RETURN
SCALE=1.0/FLOAT(N)

o
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DO 80 IJ=1,N
X (IJ)=X(IJ)*SCALE
80 CONTINUE
RETURN
END

PROGRAM INTER(INPUT,OUTPUT,U9,UFREQ, TAPE1O=U9,

+TAPE20=UFREQ, IFREQ, TAPE30=IFREQ)
o
C...THIS PROGRAM INTERPOLATES BETWEEN THE NINE FREQUENCIES
C...THAT ARE THE OUTPUTS OF SHEETL.
c
DIMENSION TA(4097),A(9),P(9),TP(4097),XT(4097)
READ (30,200) FREQ
c
C...THE ARRAY WHICH WILL STORE THE INTERPOLATED FREQUENCY
C...OUTPUT IS INITIALIZED TO ZERO SO THAT ALL OF THE
C...FREQUENCIES OUTSIDE OF THE PULSE BANDWIDTH WILL BE ZERO.
c
DO 1 I=1,4097
TA(1)=0.0
TP(I)=0.0
XT(I)=(FREQ/1024,0) *(I-1)
1 CONTINUE
c
C...READ THE INPUT DATA FROM FILE U9.
c
DO 2 I=l,9
READ (10,100) A(I),P(I)
2 CONTINUE
TA(753) =A(1)
TA(821) =A(2)
TA(889) =A(3)
TA(957) =A (4)
TA(1025) =A(5)
TA(1093) =A(6)
TA(1161)=A(7)
TA(1229) =A(8)
TA(1297) =A(9)
TP(753) =P (1)
TP(821)=P(2)
TP (889) =P (3)
TP(957) =P (4)
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TP(1025)=P(5)
TP(1093)=P(6)
TP(1161)=P(7)
TP(1229)=P(8)
TP(1297)=P(9)
I1=753
o
C...THE LINEAR INTERPOLATION BEGINS.
C
DO 3 I=753,1297
I2=T1+68
J=I-Il
TA(I)=((TA(I2)-TA(Il))/(I2-I1))*J+TA(Il)
TP(I)=((TP(I2)-TP(Il))/(I2~TI1))*J+TP(I1l)
IF(I.EQ.I2) Il=I1+68
3 CONTINUE
C
C...WRITE THE INTERPOLATED SHEET1 OUTPUT TO FILE UFREQ.
C
PRINT(20,125) (XT(I),TA(I),TP(I),I=1l,4097)
100 FORMAT(lX,Fl2.8,3X,Fl2.8)
125 FORMAT(1X,2(F7.4,1X,F14.7,1X,F14.7,3X))
200 FORMAT(1X,F8.4)
STOP
END

PROGRAM MULT(INPUT,OUTPUT,UFREQ,ISPECT,OCUTMUL, IFREQ,
+TAPE10=UFREQ, TAPE20=ISPECT, TAPE30=0UTMUL, TAPE40=IFREQ)
C
C...THIS PROGRAM TAKES THE PULSE FREQUENCY SPECTRUM FROM
C...PROGRAM PULSE AND THE INTERPOLATED FREQUENCY OfTPUT FROM
C...PROGRAM INTER AND MULTIPLIES THEM TOGETHER TO PRODUCE
C...THE OUTPUT PULSE FREQUENCY SPECTRUM.,
o
DIMENSION UA(4097) ,UP(4097) ,FR(4097) ,FI(4097),XT(4097)
C
C...READ THE INPUT DATA FROM FILES ISPECT AND UFREQ.
C
READ(10,125) (XT(I),UA(I),UP(I),I=1,4097)
READ(20,125) (XT(I),FR(I),FI(I),I=1,4097)
READ(40,150) FREQ,TAU

c
C...CHANGE THE MAGNITUDE AND PHASE PARTS OF THE INTERPOLATED

C...SPECTRUM INTO REAL AND IMAGINARY PARTS.
c
DO 5 I=1,4097

IF(UP(I).GE.2.0) UP(I)=UP(I)=-2.0
IF(UP(I).GE.2,0) UP(I)=UP(I)=-2.0
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IF(UP(I).GE.2.0) UP(I)=UP(I)-2.0
. IF(UP(I).GE.2.0) UP(I)=UP(I)-2.0
5 CONTINUE
PI#3,141592654
DO 1 I=1,4097
UP(I)=UP(I)*PI
A=UA(I)
B=UP (I}
CALL PR(A,B,X,Y)
UA(I) =X
UP (1) =y
1 CONTINUE
c
C...NOW THE TWO FREQUENCY SPECTRUMS ARE MULTIPLIED TOGETHER.
c
DO 2 I=1,4097
X=(UA(I)*FR(I))-(UP(I)*FI(I))
Y= (UP(I) *FR(I))+(UA(I)*FI(I))
FR(I) =X
FI(I)»Y
2 CONTINUE
C
C...PLOT THE OUTPUT PULSE FREQUENCY SPECTRUM.
c
DO 4 I=1,4097
XT(I)=(FREQ/L024.0) *(I-1)
UA(I)~SQRT(FR(I) **2+FI (I) **2) *,009
A CONTINUE
X1 :FRED-.5
X" +"REQ+.5
Ch.... USTART
CALL TJRESET
CALL UERASE
CALL UDAREA(0.00,7.49,0.00,5.71)
CALL USET("XBOTH")
CALL USET("YBOTH")
CALL UPSET("XLABEL","FREQUENCY IN GHZ;")
CALL UPRSET("YLABEL", "AMPL.TUDE;")
CALL USET(“OWNSCALE")
CALL UWINDO(XL,X2,0.0,2.0)
CALL UPLOTL (XT,UAR,4097.0)
CLLL UPAUSE
C
C...THE OUTPUT PULSE FREQUENCY SPECTRUM IS O' FPUT TO FILE
C...OUTMUL.
C
PRINT(30,100) (XT(I),FR(I),FI(I),I=1,4097)
100 FORMAT(1X,3(F7.4,1X,Fl0.3,1X,F9.3,3X))
125 FORMAT(1lX,2(F7.4,1X,Fl14.7,1X,F14.7,3X))
150 FORMAT(1l%,F8.4,1X,I4)
STOP
END
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c
SUBROUTINE PR(A,P,X,Y)
c
C...THIS SUBROUTINE CONVERTS ~MMPLEX NUMBERS IN THE POLAR
C...REPRESENTATION TO THE RECTANGULAR REPRESENTATION.
c
PI=3.141592654
Y1=ABS (PI/2.0-P)
IF(Yl.LT..001) GOTO 1
Y2=ABS (3.0*PI/2.0-P)
IF(Y2.LT..001l) GOTO 2
TP=TAN (P}
X=( (A%*¥*2) /(1+TP**2) ) #* 5
Y=X*TP
IF(P.GT.PI/2.0.AND.P.LT.3.0*PI/2.0) GOTO 4
GOTO 3
1 X=0.0
Y=A
GOTO 3
2 X=0.0
Y=
GOTO 3
4 X=-X
Y=oy
3 RETURN
END

PROGRAM IFFT(INPUT,QOUTPUT,OUTMUL,OUTTIM, .APE10=0UTMUL,
+TAPE20=0QUTTIM, IFREQ, TAPE30=IFREQ)
C
C...THIS TROGRAM TAKES THE OUTPUT FREQUENCY SPECTRUM AND

C...PRODUCES THE TIME DOMAIN PULSE VIA THE INVERSE FFT.
C

INTEGER TAU
DIMENSION FR(8200) ,FI(8200)
COMPLEX C(8200)

C
C...READ THE INPUT DATA FROM FILE OUTMUL.
c
READ(10,100) (XT,FR(I),FI(I),I=1,4097)
READ(30,150) FREQ,TAU
C
C
C...THE FREQUENCY SPECTRUM IS PERIODIC WITH A PERIOD OF 2 PI.

C...THE REAL PART OF THE SPECTRUM IS A EVEN FUNCTION, SO THE
C...MIRROR IMAGE IS CREATED FOR [PI,2PI}. THE IMAGINARY PART
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C...OF THE SPECTRUM IS AN ODD FUNCTION, SO THE NEGATIVE

C...MIRROR IMAGE IS CREATED FOR [PI,2PI]}.
C

DO 2 I=1,4095
FR(4097+I)=FR(4097-1)
FI(4097+I)=~FI(4097-1I)
2 CONTINUE
DO 3 I=1,8192
C(I)=CMPLX(FR(I),FI(I))
3 CONTINUE
c
C...CALL THE INVERSE FF. TO GET THE OUTPUT PULSE IN
C...THE TIME DOMAIN.

C
NN=13
CALL FFT(C,NN,.FALSE.)
c
C...PLOT THE TIME FUNCTION
c
DO 4 I=1,8192
FR(I)=REAL(C(I))
FI(I)=(I/(FREQ*8.0)~4097/(FREQ*8.0))
4 CONTINUE

Y=0.0
DO 5 1=1,8192
IF(FR(I).GT.Y) Y=sFR(I)
5 CONTINUE
IF(Y.LE.1.0) GOTO 9
DO 6 I=1,8192
FR(I)=FR(I)/Y
CONTINUE
CONTINUE
DO 15 1=1,4096
TEMP=FR(I)
FR(I)=FR(8193-I)
FR(8193~I) =TEMP
15 CONTINUE
X1=TAU/2+30
CALL PLOTS(0.,0.,99)
CALL USTART
CALL UERASE
CALL UDAREA(0.00,7.49,0.0C,5.71)
CALL USET("XBOTH")
CALL USET("YBOTH")
CALL UPSET("XLABEL","TIME IN NANOSEC:;")
CALL JPSET("YLABEL","AMPLITUDE;")
CALL USET("OWNSCALE")
CALL UWINDO(-X1,Xl1,~1.0,1.0)
CALL UPLOTL1(FI,FR,8192,0)
CALL UPANISE
CALL PLOT(0.,0.,999)
388 CONTINUE

(Vo le)}
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C
C...0UTPUT THE TIME FUNCTION TO FILE OUTTIM.

PRINT(20,125) (FI(I),FR(I),I=1,8192)
.00 FORMAT(1X,3(F7.4,1X,F10.3,1X,F9.3,3X))
125 FORMAT(1X,4(F8.1,2X,F7.4,4X))
150 FORMAT(1X,F8.4,1X,I4)
STOP
END
SUBROUTINE FFT(X,M, FORWAR)
R R R Ty R R e T S R Y

C FAST FOURIER TRANSFORM VERSION 0.1 30 JuLy 1980
ot a2 e L R e A T I I T T
C
C...STANDARD FAST FOURIER TRANSFORM. X IS BOTH THE INPUT
C...AND THE OUTPUT ARRAY CONTAINING 2**M COMPLEX DATA POINTS.
C...FORWAR=.TRUE. DOES FORWARD TRANSFORM, FORWAR=,FALSE. DOES
C...INVERSE TRANSFORM.
C
oA a2 R L L T TR 2 L L 2
LOGICAL FORWAR
COMPLEX X,U,W,T
DIMENSION X (8200)
N=2**M
C
C...BIT REVERSAL SECTION
C
NV2=N/2
NMl=N-1
J=1
DO 40 I=1,NMl
IF (I.GE.J) GO TO 10
T=X (J)
X(J)=X(I)
X(I)=T
10 K=NV2
20 IF (K.GE.J) GO TO 30
J=J~K
K=K/2
GO TO 20
30 J=J+K
40 CONT .NUE
C
C...MULTIPLICATION SECTION
c
PIE=-3.141592653589
IF (.NOT. FORWAR; PIE=-PIE
DO 70 L=1,M
LE=2**L
LE1=LE/2
ANGLE=PIE/FLOAT(LEl)
U=(1.0,0.0)
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W=CMPLX (COS (ANGLE) , SIN (ANGLE) )
DO 60 J=1,LEl
DO 50 I=J,N,LE
IP=I+LEl
T=X (IP) *U
X(IP)sX(I)=-T
X(I)=sX(I)+T

50 CONTINUE
UsU*W
60 CONTINUE

70 CONTINUE
<
C...SCALING SECTION -~ INVERSE TRANSFORM ONLY
C
IF (FORWAR) RETURN
SCALE=1.0/FLOAT(N)
DO 80 IJ=l,N
X(IJ)=X(IJ)*SCALE
80 CONTINUE
RETURN
END

FROGRAM ENVEL( INPUT,OUTPUT,OQUTTIM,OUTEN, TAPE10=OUTTIM,
+TAPE20=0UTEN, OUTM, TAPE30=0UTM, IFREQ, TAPE40=IFREQ)
C
C...THIS PROGRAM FINDS THE ENVELOPE OF A PULSE STORED IN FILE
C...OUTTIM. ALSO THE 1ST,2ND AND 3RD MOMENTS ARE CALCULATED
C...AS WELL AS THE MEAN SQUARE PULSE WIDTH.

c
INTEGEF. TAU
DIMENSION TO(8192) ,EN(501),X(501)
READ(40,250) FREQ, TAU
READ(40,350) CORR
c
C...READ THE INPUT DATA FROM FILE OUTTIM.
C
READ(10,100) (Y,TO(I),I=1,8192)
I3=500
X3=I3
I11=4089
DO 6 I=4093,410)
IF(TO(I).GT.TO(Il)) Il=I
6 CONTINUE
Jall=(I3*4)
L=Tl+(I3*4)
X2=4097-~11
c
C...COMPUTE THE PULSE ENVELOPE.
c
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DO 3 I=l,I3
EN(I)=0.0
CONTINUE
K=l
pol 1=J,L,8
X(K)=((K=-1)-(X3/2)-(X2/8.0))/FREQ
X (K) =X (K) =CORR
EN(K) = (TO(I)*%*2)*% 5
K=K+1
CONTINUE
WRITE(30,325) I1,J,X(251)

C...PLOT THE PULSE ENVELOPE.

C

c

X1=TAU/2+30

CALL PLOTS(0.,0.,99)

CALL USTART

CALL UERASE

CALL UDAREA(0.00,7.49,0.00,5.71)
CALL USET("XBOTH")

CALL USET("YBOTH")

CALL UPSET("XLABEL","TIME IN NANOSEC:;")
CALL UPSET("YLABEL","AMPLITUDE:")
CALL USET("OWNSCALE")

CALL UWINDO(-X1,X1,0.0,1.0)

CALL UPLOTI1 (X,EN,X3)

CALL UPAUSE

CALL PLOT(0.,0.,999)

C ..CALCULATE THE FIRST FOUR MOMENTS.

c

A=0.0

B=0.0

C=0.0

D=0.0
DO 2 I=1,I3
A= (EN(I)**2)+A
B=(EN(I)**2)*X(I)+B
C=(EN(I)**2)*(X(I)**2)+C
D=(EN(I)**2)*(X(I)**3)+D
CONTINUE

TM1=B/A

TM2=C/A

TMO=A

TM3=D/A

RMSP=TM2- (TM1**2)

SK=TM3= (3*TM2*TM1) + (2% (TM1**3))

SK=0,0
DO 5 I=1,I3
SK=(EN(I)**2)*( (X (I)=-TMl)**3)+SK
CONTINUE

SK=SK/ ( (RMSP**,5) #*3)
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c

SK=SK/A

WRITE(30,275) FREQ,TAU
WRITE(30,125) TMO
WRITE(30,150) T™M1
WRITE(30,175) TM2
WRITE(30,200) RMSP
WRITE(30,225) T™3
WRITE(30,300) SK

C...OUTPUT THE PULSE ENVELOPE TO FILE OUTEN.

c

100
125
150
175
200
225
250
275
300
325
350

WRITE(20,100) (X(I),EN(I),I=l,I3)
FORMAT(1X,4(F8.1,2%X,F7.4,4X))
FORMAT(1X,F10.4,11H 0TH MOMENT)
FORMAT(1X,¥10.4,11H 1ST MOMENT)
FORMAT(1X,¥10.4,11H 2ND MOMENT)
FORMAT(1X,F10.4,21H MEAN SQ. PULSE WIDTH)
FORMAT(1X,F15.4,11H 3RD MOMENT)
FORMAT(1X,F8.4,1X,I4)

FORMAT(1X,¥8.4,4H GHZ,3X,14,8H NANOSEC)
FPORMAT(1X,F10.4,9H SKLWNESS)
FORMAT(1X,3Hw%*¥, 3% ,17,3X,19,3X,F8.2)
FORMAT(1X,F8.4)

STOP

END
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Appendix B

The input parameters for the Lubble model are stored in two

files.

I.

File ELFL

This file contains the N(z,x)/Ng(z) information of Figure 2.

The N(z,x)/Ng(z) ratio remains constant for a given x over the entire

range of z. However, Ng(z) changes according to Equation (30),

II.

10.

11.

12.

13.

File DA2

This file stores 17 input parameters. The input parameters are:
K=576, the number of staps in the x direction.

N=620, the number of steps in the z direction.

H=42.3729, the step size in meters in the x direction.

TAU=500, the step size in meters in the z direction.

SIGM=.5, a factor used in the parabolic equation solution.
FREQ=2500, 800, 500, the w .ve frequency in MHz.

KSKIP=0, the number of steps in the z direction racorded on file
PASS. TIf KSKIP=0 then PASS is not read.

IM~620, only every ZM steps in the z direction is stored on file
RESULT.

KK=1, only every KK steps in the x direction i{s recorded opn file
RESULT.

KL=0, the number of steps in the z direction recorded in previous
runs.

AL=1000, a factor used in the weighting function.

BET=20C0, a factor used in the weighting function.

Z0=105.0E4+03, a factor used in the weighting function.
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Z00=195.0E+03, a factor used in the weighting function.

EMAX=2.5E+05, the electron density in electrons/cm3 at ZMAX,

This parameter is named NM in Equation (30).

EZ, not used, the electron density in electrons/cm3 at z=0,
ZMAX=150,0E+03, the height in meters of the maximum in the
vertical electron density profile. This parameter is named

ZM in Equation (30).

HO, the scale height, i3 equal to 110 km in Program SHEET 1.

The cutput of SHEET 1 is stored in file RESULT.
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Systematic Refraction Caused by Equatorial Plusma

- o v—

Dubbles Dbserved in Microwsve Scintitlutions

S. Franks, J. Austen, A W. Wernik*

and
C. H Liv

Department of Electricul Engineering

Univermty of lllinois
Urbana-Champaign, lllinua 61801

* On lcave (rom the Space Resenrch Center, Folish Acadumy of Sciences. Warsaw, Polund

A' ract. Equatonal ionospheric seintiliation data ac 1841 5
Mh: T -band) and 3943 5 Mhz 'C-band) showing time shifts of
up to one secund between similar fades of the two snals are
presented Simple mode! computations show that systematic re-
fractive ciTects due to equatorial plasms bubhies in the partic:
uliar propugation geometry may explain the cbeerved data.
Implications on equatorial wnospheric irregulurities and scin.
tllation theory are discussed.

{ntroduction

Electron denmity irregularitios 1n the nighttime eyuatorial
wnnsphere are responsible for causing scintillstions of trans.
wnusphericully propugated rudio waves with frequencies as
high as the GHz range. The unset of scintillation has been shown
to correspotid to the passage of large depletions in ionization
denaity through the propagation path (Yeh ot al . 1979; Basu et
4l . 19801 Tha depietions have been named plasma bubbles
‘Mctlure ot al, 19791 and are also aseociated with the plume
structures seen by radar backscatter that extend vertically
severa) hundred kilometers to the topaide of the F layer Wood.
man and Lalos, 1978 and the accurrence of “range spresd F
an innograms nbtained in the squutorial region ‘Agrons, 1982

The scintillations produced by the irregularities associated
with the piasma hubbles are olten quite savere, producing satu-
rated Quctustions at VHF and pesk.to-peak fluctuations of up
to 27 dbat 1541 5 MHa 'L-band 1 and 4 db at 3945 3 MHz 'C.hand)
:n the data analvied fur this report.

[n this paper we report one aspect of the vquatorial GHz
seintiilation phenomanon that has not been reported praviously
Santillation data oheerved aimultanecusly at L-bund and C.
band huve been tound to exhibit time displacementa of up to
= ane second between similar fades Previous workers have ob-
served dimilar time shifts 10 multifrequency observations of
radr, star santitlation at VHF frequencies at low slevation
~ogles Wild gnd Roberts, 1955 and the scintillution of
pulnars caused by the tenuous interstellar plusmu 'Rickett
and Lang, 1973 Shishov 11977 introduced a model of the
tnterdtellar mediim naving two scales of 1nhomogeneities.
smaly randam seintillation producing irregulanities nd large,
noner cinnl ones whinh caune oniy refraction, to expin the
nhserved o quency dnlt ol intersteilar swintillatinon teatyres
Cule and Slee 19801 pheerved the time shilt in widebar” buer-
vatwens of the quasar 1027 througn the interplanetary plusma
Thoir interpretation o« thut the dispersion ol the wintithition
pattern « caused by dilfraction retiaction team sharp Sradients
in the interpianciary ciscteon Jensity In hoth cases coherent
eefractive propacation etferts are responsible tne the vb~erved
time shift In this report we <hall attempt © ) cyplun our chear.
vations ddomng <ctmlar hines o with aecial consub ration of  he
geometry ind the prop datinn patk
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Data Collection und Processing

The data were collected 1h |ate January and early February,
POR1 at Ascension slund 1T 98 3. 14 32W, 3OS dip) which s
locatedd nedr the southern crest of the Appleton snomely in F.
reion nnieition Signais from MARISAT (18'W) were received
an 1341 5 MHz 1.-band) and 3948 5 MHz 1«C-band). The satellite
was viewed at un elevation of 81° und azimuth of 358, s the
propagativn puth wab alinuat straight overhead and the propa.
Lation vectns was within a few degrees of the magnetic mendian
pane The recoving antennas lor both L ond C-band were vo-
wated pame focys feeds luminating a wngle 1 meter diameter
parubulic dish The signal to noise ratio as determined from strp
chart recordings 18 <14 db at l.band and -26 db at C.band,
however, the L band mignal 18 aleo "contaminated” with un.
predictubie level chunges which ure due to changing trafMic loads
wn the  to L-bund transponder A typical mignal level "jump”

2b The anulog AGC signal was recorded un tape and later
duitaed uming 12 bitg at 3 rate of 345 Hz 029 seconds per
ranmpling period and stored on magnetic tape The receiving and
Auta eollection sy stem was carefully checked to make certain that
she tune displacement hetween the scintillation patterns 13 indeed
duv to irregular sicucture 1n the 10hosphere

The time divpiacement between the diffraction putterns at the
twn trequencies wits reasured by computing the deluy time
to the peak of the (rowy correlstion between the uctuatiuns of
the two aignaly The accuracy of the cross-correlation estimate

dependent - the signal to nuise ratic on both channels. una
nn the exient to which the noise s correlated between the two
chunnels. [n sddition, the unpredictable sugnul level jumps in
the {oband data can cause incorrect results when the peak to
prax [ band sintillation svel 1s iuw 1« 2 dh prax o peukt On
tne haas of vmpirical studies we have set o threshold santilla.
tian 1pdex S of 15 ot L-band. ubove which the stfects ul nuise and
ayrl level jumps are not ugnificant A further construint was
adtied to insure that the messured time shilts correspond to
sHRGar tructure 4o the two signuls. only shifts which curre-

pond ' o nermoiized craamcorrelation of greuter than 5 have
basnn congnds | ed
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Results and Discussion

We have studied four scintillation events which occurred in
the time period between 2100 und 2400 UTC on January 27 and
30, 1981 Ascension lsland local time and UTC are the same.)
The time displacement between similar fades at L-band and C-.
hand i¢ present to varying degrees 1n all of the data where a siy-
nificant ¢ross-correlation (> 5) 18 present. In Figure | we pre-
sent examples of data which show the time shift along with the
corresponding cross-correiation functions. The C-band signal 1s
on top 1n both vases. A positive shift of the cross-correlation
peak meuns that the C.band signal 15 leading the L-band signal.

The temporal vanation of the time displacement 19 shown in
Figure 2 for 4 34 minute segment of data. where each point rep-
resents JO seconds of seintillation. This deta actually represents
two patches of scintillation activity; a brief initial patch of
intense scintillation which Iasted for approximately vix minutes
followed approximately 2 minutes later by another pawch which
lasted for over 90 minutes. The section of data from 2327.2229
UTC which hus been omitted corvesponds to the lull in scintille-
tion activity The mean scintillation index for the entire seg-
ment shown in Figure 2 i1s approximately .1 for C-band and $ for
L-band, aithyugh the C.band index went ss high as 18 and
L-band us high as .85. The uverage peak cross~correlstion 1s .63
and the average shift v 11 seconds with an rms shilt of .35
seconds. There appears to be no obvious correlstion between the
observed shills and the ievel of scintillation activity.

One of the interesting characteristics of the deta became
evident when we examined the time shilt ubserved at the “edyes”
of the patches of scintillation; where we use “«dge” to describe
the it and last few minutes of u patch of scintillation. All four
of the patches we studied had a well defined onset and decay of
activity which 13 characterized by a sharp rine or fall of scintilla-
tion 1ndex except for the second patch shown in Figure 2 which
decrensed grac wlly The time shift obssrved at ail four of the
onsets 1s posit e 'C-band leads L-band), while the shilt observed
in the last minutes of activity of the thres events which veased
abruptly t4 negative This data 1s summarized in Table | where
the time of onset and decay 13 presented along with the approsi.
tnate number of minutes that the time chut was positive (nega-
tive) at the beginning ‘endi of an event.

Table 1
Tune of #ofminutedfor Time of @ of minutssfor
Dute Onset positive shift Decay negative whift
12781 212740 3.5 2249-30 2|
1-27 81 222130 2.5 222700 } we Fig. 2
L2781 223000 4.3 gradusl - | 8.2
LR 221400 4 25400 4

This feature can be seen in Figure 2 whare the beinning of
the plot shows 1 positive shift which luxts for ~2.5 minutes and
then goes negative correaponding to the unset and decay of the
first patch of seintillation The shift w again positive when the
scintillation resumes ugatn at 2229

Since the drift of the aighttime plusma is from west to east,
presumabiy, the onset and decay of 4 serntitlation patch corre
Apont Lo the sust and west sdyes. respectivelv, of the scintiilation
productny structure in the wnosphere In arder to explain vur
nhuserv ations of e shitts in tormas of what tn known abhout the
squatorint plasma buhbles from radar and in oty measurements,
i the next section we present 1+ mple model ol refraction un
<he vertie iy extended cdyges or Twaals o plisms bybbies
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We model the hubble vall a3 an extended sloping interface
between the buckgound plasma and the bubble depletion whare
the hackground refractive index is n and the relractive index
inside the hubble 18 n + dn. Let u ray at frequency f be incident
an the wall at angie « with respect 10 the interface an shown in
Fig In. We rapresent the angular deviation of the ruy (rom ita
initial direction by 5 which 1a given by slementary optica:

6-%—%—%‘&cota (1)

where [, is the background plasma (requency and AN!N i the
fractional change in electron density across the \nterfuce. The
direction of the deviation 4 is such that, i{the ray wincident on the
interface [rom a region of highee refractive index (depleted region)
the ray s bent toward the intertace while the opposite is trus for
incidence from a region of lower refractive index.

The separation between two rays of different frequency at a
vertical distance ¢ (rom the point of refraction on the interface 13
Biven by:

daglﬁ'-ﬂ')‘l-_—:-:%—ﬂ’ﬁ?‘—t}iicﬁlﬂ 2)

{f we asame that the hubble walls are fleld aligned with large
north-south extent und move with a constant west to east velocity
vim 4, then the time shiflt risec) beiween sitinilar fades will be

rw -'\‘7 Assuming a barkground piasma frequency of 15 MHz, a

height of refraction z» 350 km and west to east velocity v= 100
avs, then for transmission at (requencies of 1.5 GHz and 4.0
GHe we huve

e 150 130 cot u 3)
4+

Sifive the propagation path isuimost vertical and approximately in
the muynetic meridian plane, @ may he taken ss the spproximate
“tilt” ot the watl wath resg.ect to vertical. The average magnitude of

i risapprmximately 3 seuonds and since the mesn fractional change |

in electron density muat be becween ) and 1. the average tilt of the
walla responsible for our observations must be in the range:

N as=s2P 4)

Rocently, Tsunoda and Livingston 11981) reported from coordi:
nated rudar and in.qitu measurements that all major bubbles
nheerved were at lesst Hrv depleted. {f we taka this value then,
bused un our obsarvations, an average tilt would be e 24°. The
maximum shilt ubserved 14 about | d which 14 possible if the
refracting purtion ol the wall s within 8 5 of vertical. We nowe that
althounh equation 1 1 wus derived forf an abrupt intarface, it isalsc
true lor a yradual change in refractive index since Snell's Law
holds fur both situations.

S0 far we have shown that relraction at 4 bubble wall can
prodiice time shufts of the same magnitude as those obegrved tn this
svperiment Next we consider the sign of the shift. In Figure 3b
A 3¢, we show the two posaible contigurations of the wail which
will rewultina high frequency ray preceding a lower frequency ray,
ARSUMINK & west to rast velocity. Note that the twa confligurations
represent refraction on the eust wall ol a plasma bubble A similar
picture cun be drawn for the case corresponding te the west wall of
the bubble und in this case the lower frequency £- v wii] precede the
tuh frequency ray Hlor weat to east dnft vele 'ity) Thus, whether
the iy s tncident on the bubble wail from aside or outside of the
unbie, . long v the angle o 19 not tor farde. we observe the
Tuctuativnon the higher frequency lirst when the eavy are sepa.
rated by retraction on the vast wall and vice versa when the rays
are wpnrated by eetraction un the west wall {nour data. the time
shitat the ver bmming ar end ol u pateh of acintillation activity
wits lound Gy perast ieom 227 minutes. This coceeaponcs to o hori.
eontal displacement ot 12 kin to 42 km (ar the scintiilation produc-
1 patchy dasunnng o velogty of 100 ni s Fur the simpie situation
deputedan Figure S with s 23 this would corresponid t a coher-
et veetical extent ot the bubble wall 1n the rangs

27 xm h- Hkin thy
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This idealized model explains the shift observed ut the (irst and
last few minutes of a scintillation patch, however the shit is found
to persist throughout the patch which can last for over an hour. If
we consider a typical “real life” bubble as modelied by Teunoda and
Livingston 11981) from radar and in situ measurements, it 18 clear
that the structure ussociated with a single patch of scintillation
activity can consist of multiple vertically elongated wedgelike
structures which extend from the bottomaide to adove the peak of
the F-layer, with posaible stronger structure beyond but near the
wast wall of the depletion. These wedges are often found to tilt to
the west, so a nearly vertical ray may pass in and out of the
depleted region seversl times undergoing refraction each time.
Thua, refraction on the boundaries of plasma depletions can also
explain the shift observed in the middle of a patch although we
cannot predict the sign of the displacement.

From a slightly different viewpoint, we have studied the shifts
observed in the middle of the scintillation patch by conmudering the
simple deterministic model used by Wernik et al. (1980). Computa-
tions based on this model have revealed the importancs of steep,
vertically extanded lLiorisontal gradients, which are known to be
present inside the bubbles during their early development, in
producing enhanced GHs scintillation leveis. We have taken a
portion of the in situ profile shown in Figure 2 of Wernik et al.
19801 which corresponds to the segment between 2 and 5 km from
the bubble center. and contains four distinet irregulanties with
sharp gradients. The parabolic equation has been wolved for a wave
propugating through a phase changing screen with phase varia-
tiun proportional to the electron contant fluctuations given by the
chosen segment of in situ data, In Figure 4a the ampiitude patterns
at a distance of 3530 km from the screen for L-band and C-band
signals respectively. A characteristic pattermn caused by the dif.

! fraction on the sharp edges of the two outermost irregularitive (at

approximately 3.73 and 4.6 km from the centar of the bubble! ia
evident. Similar patterns auve been cbeerved in the Ascension
[sland scintillation data; in some cases, a distinct diffraction pat-
tern is seen several times in successsion withinonly a few minutes.

Tha crosa-correlation between the amplitude at the two frequen-
clus wascomputed separately for the sections between 2and 3.6 km
and 3 6 and 5.25 km from the centar of the bubble and is shown in
Figure 4b. In one case the cross-correlation maximum isat +40m
and in the nther it ts at =20 m, Thevs displacements correspond to
time shifts of « .4 and - 2 seconds if the diffracting structure
moves with a veloaity of 100 nvs.

Conciusons

In this note, we have presented equatorial ioncspharic scintilla.
tion data observed at L-band 11541.5 Mi{z2) and C.band (39485
MHz: along a near vertical propagation path in the magnetic
mendian plane which showed time shifts of up w one secont
hetween simiiar fades of the two aignals. Simple model computa-
tiwwns have indicated that these time shifta may be caused by
syatematic propaga-ion efTects such us refraction in a medium with
atructures that are consistent with the vertically extended plasma
bubbles Indeed, the sign of the observed tiine shift and 1tadurstion
during the first and the last few minutes of a scintillation patch
have further enabled us to estimate t*at the walle of the plasma
bubble muy have coherent vertics. dimensions of u few tans of
kilometers

This preliminary study of the time shilt aspect of the equatorial
GHz seinullution phenumenon has reconfirmed the close relution.
ship hetween eguatoriul plasma bubbles and GHz scintillation.
More impartantly it 1ndicates that systematic propagation effects
in addition te random scattering play timportant roles 1n producing
the observed «intiilating <ignal signature.
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Frgure 1.4 1h top. muddler — Seaments of data 130 seconds each
‘hawing the tinte snilt between similar fades. U band té on top 1n
bath 4

Figure l¢ bottom) .- Normiaiized crows correlation functinas for
the data <hown in Figs la 1b. A peak displaced ta the riglit mesns
the ' hand suma' ¢ ‘eading the L-band s gnal.

Fiture ! — Tempurar vanation of the ti, e stift ot .. cross corre-
Litwe peak lor u 34 minute wiment of o ta. Esch pothit reprosents
30 ~econds of scintillation duta.

Figure Ja ettt - . Gienmet v of refraction st a vertically extended
wradient with incidence angle o showing Lhe deviation & from the
initial ray direction

Figure Jb o center, righty — Two cunfigurations ol an 1onization
wail which wi.d cauw the high Irequency 'C-bands ray to precede
the low trequencs +Lebandt ruy when observed at a single «tation
m the ground  The velosity '« axrdmed to be from W.E.

Fogure 4a topy — The wignal amplitude at a distance of 350 km
tenon 1 phase changing sereen which has phase flurtuations in
prportion *o vlectron density Muctuations «iven by in sity data
Chand s on top The i ity data 1s & section of thut reproduced in
Figure 2 ot Wernik ot al 19800
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